Optically
addressable spins
in silicon carbide
and related 2D
materials :

the role of symmetry
and spin-orbit coupling

Carmem M.
Gilardoni










Book cover: Similar to crystals, the pattern is formed by triangular shapes com-
posing colored modules which form a firm structure, through consistency and fa-
miliarity, although still subject to defects. Cover design by Atila Perassa Coélho.

E:;'/ rijksuniversiteit Physics of
gﬁ%g groningen Nanodevices

Zernike Institute PhD thesis series 2021-32
ISSN: 1570-1530

The work described in this thesis was performed in the research group Physics of
Nanodevices of the Zernike Institute for Advanced Materials at the University of
Groningen, the Netherlands. The project was funded via the PhD Scholarship Pro-
gramme of the University of Groningen.

Printed by: GVO drukkers & vormgevers B.V.



rijksuniversiteit
groningen

Optically addressable spins in silicon
carbide and related 2D materials

The effect of symmetry and spin-orbit coupling

Proefschrift

ter verkrijging van de graad van doctor aan de
Rijksuniversiteit Groningen
op gezag van de
Rector Magnificus Prof. C. Wijmenga
en volgens besluit van het College voor Promoties.

De openbare verdediging zal plaatsvinden op

vrijdag 3 december 2021 om 14:30 uur
door

Carmem Maia Gilardoni

geboren op 18 februari 1993
te Brasilia, Brazilié



Promotor
Prof. dr. ir. C. H. van der Wal

Copromotor
Dr. R. W. A. Havenith

Beoordelingscommissie
Prof. dr. S. S. Faraji

Prof. dr. ir. F. A. Zwanenburg
Prof. dr. M. Atatiire



Contents

Summary ix
Samenvatting xXiii
Resumo Xvii

1 Quantum technologies and their material platforms: the potential of

SiC 1
11 The promises of quantum technologies. . . . .. ... ... .. .. 1
1.2 Material qubits for communication applications . . . . ... .. .. 3
121 Currentcontenders . . . .. .. ... ... .. .. .. ..., 4

1.3 SiCanditscolorcenters . . ... ... .. ..« .. . ... 7
1.4 Thisthesis . . . . . . . . o i e 9
References. . . . . . . . . . . e e 10
2 Physical concepts and experimental techniques 17
21 Symmetryanalysis. . . . . . . . e e 18
211 Point groups: spatial symmetries. . . . ... ... ... ... 19
2.1.2 Electronic structure and selectionrules. . . . . ... .. .. 22
2.1.3 Double groups: spin and spin-orbit coupling . . .. .. ... 27

2.2 Spectroscopictechniques . . .. ... ... ... ... .. .. ... 29
2.21 Photoluminescence. . .. ... .. . . .. e 30
2.2.2 Photoluminescenceexcitation. . . ... ... ........ 33
2.2.3 Two-laser spectroscopy. . . . v v v v v v e e e 35
2.2.4 Optically probing spindynamics . . . . ... ......... 36

2.3 Appendix: Absorption spectroscopy. . . . . . .. oL 37
References. . . . . . . . . . . . e 39
3 Spectroscopy of a spin-1/2 transition metal defect in SiC 43
3.1 Introduction . . .. . . . . . .. . 43
3.2 Materials and experimentalmethods . . . ... ... ........ 45
3.3 Single-laser characterization. . . . .. ... ... ... ... .... 46
3.4 Two-lasercharacterization . . . . .. ... .. ... .. ....... 47
35 Analysis. . . . . e 50
3.6 Coherent PopulationTrapping . . . . .. ... .. ... .. ..... 53
3.7 Originof anisotropicg-parameter . . . . . .. .. ... ... .... 54



Contents

vi

3.8 Furtherdiscussion. . . . . .. ... ... .. .. .. . 55
3.9 SummaryandOQOutlook. . . . ... ... .. ... .. ... ..... 56
310 Appendices. . . . . . e e e e e e e e 58
3.10.1 A toy model for understanding the anisotropic g-factor. . . 58
3102 Methods . . . . . .. 66
3.10.3 Single-laser spectroscopy . . . . . ... .. oo 67
3.10.4 Additional two-laser spectroscopy for Mo in 6H-SIiC. . . . . 68
3.10.5 Two-laser spectroscopy for Mo in4H-SiC. . . .. ... ... 71
3.10.6 Franck-Condon principle with respecttospin. . . . .. . .. 73
3.10.7 V-schemedip. . . . . . o v e e 74
3.10.8 Modeling of coherent population trapping . . . .. .. ... 77
References. . . . . . . . . . . . e 78

Spin-relaxation times exceeding seconds for color centers with strong

spin-orbit coupling in SiC 83
41 Introduction . . .. .. . . . ... 83
42 Methods . . . . . . . . e 84
43 Results . . . . . . e 86
4.4 Discussionandconclusion . . . . ... ... ... . . 0oL 90
45 Appendices. . . . . .. e e e 92
451 Experimentalmethods ... ... ... ... ......... 92
452 Zero-fieldmeasurement . ... ... ... ... ....... 95
45.3 Charge-stateswitching . . . .. .. ... ... ........ 97
4.5.4 Electronic structure: symmetry-related selectionrules . . . 99
455 Simulationofrawdata. . . ... ... ... ... ... ... . 103
456 TyvsTemperature. . . .. ... .. ... .. .. . .. 106
457 Fittingof Ty vstemperature. . . . .. ... ... ... ... 108
458 EstimatingT,. . ... .. . . . . . . . 110
References. . . . . . . . . e e e 112

Hyperfine-mediated transitions between electronic spin-1/2 levels of

transition metal defects in SiC 115
51 Introduction . . .. .. ... ... ... 115
5.11 Review of literature and defect configuration. . . . ... .. 117
52 Methods . . ... ... . . .. e 118
5.21 Crystalfieldpotential . . . ... ... ... . ... ...... 118
5.2.2 Spin-orbitcoupling . . . . ... ... .. . o o 120
5.2.3 Hyperfineinteraction . . . . .. .. .. ... ... ...... 120
524 Zeemaninteraction . ... ... ... ... ... . ..., 121
5.2.5 Numerical and analyticalmethods . . . .. ... ... .. .. 122



Contents

53 Results . . . . . .. e 122
5.3.1 Parameters consistent withexperiment. . . . ... .. ... 122
5.3.2 Interaction with oscillating magneticfields . . . .. .. ... 124
5.3.3 Interaction with oscillating electricfields . . . . .. .. ... 126
5.3.4 Effective-spinHamiltonians . . ... ... .......... 128

5.4 Discussionandconclusion . . . . ... ... ... . ... ..., 129

55 Appendices. . . . ... e 132
5.,5.1 Matrix representation of crystal-field Hamiltonian . . . . . . 132
5,5.2 Effectofvaryingparameterk. . .. .. ... .. ....... 134
5.5.3 Eigenstates and allowed transitions for I's  doublet . . . . . 136
5.5.4 Interactionwithelectricfields . ... ... .......... 137
55.5 ResultsforpB-lineVdefects. . . .. ... ... ........ 137
5.5.6 Effective-spinHamiltonian . . . ... ... .......... 139

References. . . . . . . . . . . . e 141

Spectroscopy and dynamics of vanadium defects in SiC 145

6.1 Introduction . .. .. .. . ... ... e 145
6.11 Thea-lineV defect: review of earlierresults . . . . ... .. 146

6.2 Ordering of states and optical-transition line properties. . . . . .. 148

6.3 Hyperfinestructure . . . . . . . . .. . . . . . 152

6.4 Evidence for hyperfine-mediated spinrelaxation. . . . .. ... .. 155

6.5 Discussionandconclusion . . . . ... .. ... .. ... . ..., 157

6.6 Materials and experimentalmethods . . . ... ... ... ..... 160

6.7 Appendices. . . . . ... e e e e e 163
6.7.1 Estimating the transitiondipolemoment . . . . .. ... .. 163
6.7.2 Two-laser driving schemes and high-fielddata. . . . . . .. 163
6.7.3 Time-resolved measurementdetails . ... ......... 165

References. . . . . . . . . . . . e 166

Symmetry evolution of spin scattering processes in TMDs 171

71 Introduction . . .. .. . .. ... 171

7.2 Monolayer TMD . . . . . . . . i e e e e 173
7.21 Symmetries of the spatial eigenstates. . . . ... ... ... 173
7.2.2 Symmetries of the spin-orbit coupled eigenstates. . . . . . 175
723 Selectionrules. . . . ... .. 176

7.3 Bilayer TMDs. . . . . . . . o e e e 180
731 Symmetriesandeigenstates. . .. ... ... ... ..... 180
7.3.2 SelectionRules . .. ... ... ... . ... . ... . ..., 181



Contents

7.4 Conclusion
7.5 Appendices. . . . . . . e e e e e e e
7.5.1 Eigenstates and selection rules for monolayer TMDs . . . .
7.5.2 Eigenstates and selection rules for bilayer TMDs
References

8 Conclusion and afterword
References

A Relevant character tables
Al Csysymmetry. . . . . e
A2 D3, symmetry
A3 (s, symmetry
A4 Cipsymmetry. o o e e
A5 D3gsymmetry
A.6 D3 symmetry
A7 Cosymmetry . . . . . e e e
A8 Cysymmetry . . . . . . e

Acknowledgements
List of Publications

Curriculum Vitae

viii



Summary

Quantum information technology allows us to process information differently than
classical information processing and could enable fundamentally secure communi-
cation. The basic building block for the implementation of quantum applications
is a qubit, a processing unit whose state is determined by the laws of quantum me-
chanics. Long-distance remote operation of qubits can be achieved using photons,
such that one of the big challenges in the field is to find materials that will efficiently
hold onto their quantum information and transfer it into light particles on demand.
Some of the major contenders in the field are color centers present in crystalline ma-
terials like diamond or silicon. These color centers behave like artificial molecules
trapped in the crystals: they vibrate and interact with light as a molecule would, but
the shape of these molecule-like systems is determined by the crystal around them.
The spin of electrons or nuclei in these color centers can be used to store quantum
information efficiently. A photon emitted by such a color center can provide in-
formation about the quantum mechanical state of the color center electron spins,
offering a pathway for light-matter entanglement protocols necessary for quantum
communication.

Of particular relevance are material platforms and color centers that are compat-
ible with existing technological infrastructure. Silicon carbide is a semiconductor
that is widely used for high-power, high-temperature electronic applications, and
has well-established growth and processing techniques that grant it great versatility
with respect to doping and device engineering. Additionally, it hosts a wide range
of color centers that are optically active at (or close to) telecom-compatible wave-
lengths. The variety of color centers present in SiC materials, both extrinsic and
intrinsic, provide a huge scope for the exploration of different defect centers. In-
vestigation of the optical and spin-related properties of these color centers is often
done on a defect-by-defect basis, and a generalized insight into how different mi-
croscopic features (like symmetry, coupling between electronic spins and other de-
grees of freedom, etc.) systematically influence experimental parameters relevant
for quantum-optical operation is still lacking. Such insight could lead to a situation
where defects can be designed on demand with particular applications in mind. In
chapters 3-6 of this thesis, we explore ensembles of transition metal impurity de-
fects in SiC with respect to their optical and spin-related properties, and gradually
relate their experimental features to an analysis of their spatial and electronic con-
figuration. Additionally, we generalize our observations for different localized and
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Summary

delocalized electronic states (chapter 7) with similar symmetries in SiC and related
materials.

For quantum-optical operation, some parameters are particularly important.
Firstly, understanding how a defect’s energy eigenstates depend on its environment
may lead to defects especially suited for specific sensing applications, or to the en-
gineering of devices and operation geometries with optimal spin-coherence prop-
erties. In chapter 3, we show that the electronic spins of Mo defects in SiC are in-
sensitive (up to our measurement accuracy) to magnetic fields perpendicular to the
SiC crystal c-axis. This axial anisotropy arises when the electronic eigenstates asso-
ciated with the defect have a non-zero orbital angular momentum projection along
this axis and spin and orbital degrees of freedom are strongly coupled via spin-orbit
coupling. In this chapter, we use this insight to determine the microscopic geom-
etry and charge state of this defect center. Defects with anisotropies of this type,
where the electronic spin is only sensitive to magnetic fields in one particular direc-
tion, form ensembles with defects whose effective spins are all quantized in a highly
homogeneous direction.

Secondly, a defect center must have ground-state spins that are relatively well
isolated from the lattice. The timescales at which the localized spins exchange en-
ergy with the lattice (that is, the spin-relaxation time) and at which their quan-
tum state evolution is disturbed by dynamic changes of their environment (that is,
the decoherence time) must be long for reliable quantum-state storage and long-
distance entanglement protocols. In chapters 4 and 6, we experimentally investi-
gate how the spin-relaxation times of the transition metal defects studied here de-
pend on their environment and the presence of thermally accessible excited states.
In general, the coupling between spin and orbital degrees of freedom via spin-orbit
coupling is thought to be detrimental to the stability of color-center spins. We show
however in chapter 4 that in the particular case of a defect containing a single elec-
tron in double degenerate orbital states, spin-orbit coupling gives rise to isolated
effective-spin-1/2 doublets that are partially symmetry-protected from direct spin
relaxation and environment-induced spin precession. In this particular configura-
tion, spin-orbit coupling in fact stabilizes the electronic spin in the defect center,
leading to surprisingly long spin-relaxation times for Mo defects in SiC, above sec-
onds below 3 K. In chapters 5 and 6, we show that this picture changes in the case
of V defects in SiC due to the presence of a central nuclear spin-7/2 with 99% natu-
ral abundance. Although the electronic part of the eigenstates of Mo and V defects
are very similar, the additional presence of the nuclear spin for V defects opens up
pathways for magnetic and electric-dipole spin transitions that are forbidden for de-
fects with nuclear spin zero. These additional transitions lead to a situation where
the spin-relaxation rate of V defects is strongly dependent on the hyperfine-induced
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mixing of electronic spin sublevels. Nonetheless, they also enable microwave con-
trol with both electric and magnetic fields, with a favorable ratio for the trade-off
between control and isolation of the quantum defects. In chapter 7, we show that the
same physics responsible for stabilizing the localized electronic eigenstates of Mo
defects in SiC leads to differences between electrons and holes in two-dimensional
transition metal dichalcogenides with respect to their spin-scattering properties.

Lastly, optical operation of these localized spins relies on the optical initializa-
tion, control, and read-out of the spin state. To achieve this, the defects must emit
photons preferably into the zero-phonon line (ZPL). The inhomogeneous broad-
ening observed in the ZPL due to interactions between the defects and the crys-
talline environment must be small (such that two defects can emit photons that are
indistinguishable from each other), and we must be able to initialize the ground-
state spin via resonant driving of the optical transitions. Throughout this thesis, we
demonstrate some of these requirements for ensembles of Mo and V defects in SiC.
In chapters 3 and 4, we demonstrate that we can initialize Mo spins in SiC and detect
them optically at cryogenic temperatures. Additionally, we show that we can drive
the ensemble of Mo defects into a coherent superposition of ground-state sublevels
all-optically via two-laser optical driving (coherent population trapping). In chap-
ter 6, we show that the large number of hyperfine-coupled states, combined with
the relatively fast spin-relaxation time limits the degree to which an ensemble of
V defects can be optically initialized (when compared to ensembles of Mo defects),
and achieving this remains a challenge for the implementation of these defect cen-
ters for quantum-communication applications. In this chapter, we also show that
the inhomogeneous broadening of the optical transition lines depends strongly on
the symmetry of the particular eigenstates involved in the transition, even in defect
centers that lack inversion symmetry. In this way, the same defect center can have
different optical transitions with varying robustness with respect to environmental
broadening. This insight should be taken into account when determining optimal
operation geometries.

With these results, we show that color centers in solids offer much more engi-
neering choices and spread of performance (with respect to the relevant parameters
for quantum-optical operation) than typically expected, even after 20 years of work
on related systems. Relating the microscopic structure of these defect centers to the
various observed figures of merit for quantum technological applications allows us
to understand seemingly unintuitive results, and to predict how related systems will
behave. In the fast-growing quantum technological environment, these approaches
may open up pathways for the engineering of novel defect centers with particular
applications in mind.
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Samenvatting

Kwantum-informatietechnologie stelt ons in staat om informatie op een andere ma-
nier te verwerken dan op de klassieke wijze en om informatie te versturen op een
fundamenteel veilige manier. Het aansturen van qubits op lange afstand kan met
fotonen, waardoor één van de grote uitdagingen in dit veld het vinden van mate-
rialen is die efficiént kwantuminformatie kunnen opslaan, maar die tegelijkertijd
op afroep deze informatie kunnen afgeven in de vorm van licht. Goede kandidaten
hiervoor zijn onder andere atomaire onzuiverheden in kristallijne materialen zoals
diamant en silicium. De kleurencentra gedragen zich als kunstmatige moleculen
die gevangen zitten in het kristal: ze trillen en reageren op licht op dezelfde manier
als een molecuul, maar de vorm van deze molecuulachtige systemen wordt bepaald
door het kristal rondom de centra. De elektron- of kernspin in de kleurencentra kan
worden gebruikt om kwantuminformatie efficiént op te slaan. Een foton dat wordt
uitgezonden door zo’n centrum bevat informatie over de kwantummechanische toe-
stand van de spin van het kleurencentrum, en biedt daarmee de mogelijkheid om
licht en materie te verstrengelen zoals dat nodig is voor kwantumcommunicatie.
Met name de materialen en kleurencentra die inpasbaar zijn in de bestaande
telecominfrastructuur zijn interessant. Siliciumcarbide is een halfgeleider die veel
wordt gebruikt in toepassingen met hoog vermogen en hoge temperaturen. De pro-
cessen om SiC te fabriceren en te bewerken zijn goed ontwikkeld, waardoor er veel
mogelijk is met betrekking tot dotering en het ontwerpen van devices. Bovendien
kan het een grote verscheidenheid aan kleurencentra huisvesten die optisch actief
zijn bij golflengtes vlak bij of in de telecomband. De verscheidenheid aan kleuren-
centra, zowel intrinsieke als extrinsieke, die voorkomen in SiC biedt een grote hoe-
veelheid mogelijkheden om deze defecten nader te bestuderen. Onderzoek naar
de optische- en spin-gerelateerde eigenschappen van deze kleurencentra gebeurt
vaak per defect, waardoor overkoepelende inzichten over hoe de verschillende mi-
croscopische eigenschappen (zoals symmetrie, de koppeling tussen elektronspin en
andere vrijheidsgraden, enz.) de experimentele parameters, die relevant zijn voor
kwantum-optisch aansturing systematisch beinvloeden, ontbreken. Zulke inzich-
ten zouden de mogelijkheid kunnen bieden om op basis van de beoogde toepas-
sing de meest geschikte defecten uit te kiezen. In hoofdstukken 3-6 van dit proef-
schrift bestuderen we de optische- en spin-gerelateerde eigenschappen van ensem-
bles van defecten van overgangsmetalen, waarna we geleidelijk de experimentele
kenmerken kunnen koppelen aan groepentheoretisch begrip van de elektronische
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structuur. Bovendien veralgemenen we onze waarnemingen voor verschillende ge-
lokaliseerde en gedelokaliseerde elektronische toestanden met gelijke symmetrie in
zowel SiC als in soortgelijke materialen.

Voor kwantum-optische aansturing zijn een aantal zaken in het bijzonder be-
langrijk. Ten eerste kan het begrip van hoe de energetische eigentoestanden van
een defect athankelijk zijn van zijn omgeving, ons naar defecten leiden die zeer ge-
schikt zijn voor bepaalde toepassingen als sensor, maar ons ook devices of systemen
laten ontwerpen voor optimale coherente eigenschappen van de spin. In hoofd-
stuk 3 tonen we aan dat de elektronenspin van Mo defecten in SiC niet gevoelig zijn
(binnen onze meetnauwkeurigheid) voor magneetvelden die loodrecht staan op de
c-as van het SiC kristal. Deze axiale anisotropie kan ontstaan wanneer de projec-
tie van het orbitale impulsmoment van de elektronische eigentoestanden van het
defect langs deze as niet-nul is en zowel de spin als andere vrijheidsgraden sterk
gekoppeld zijn door spin-baankoppeling. In dit hoofdstuk gebruiken we dit inzicht
om de microscopische geometrie en de ladingstoestand van dit defect te bepalen.
Defecten met soortgelijke anisotropie, waar de elektronspin alleen gevoelig is voor
magneetvelden in een zekere richting, vormen ensembles van defecten waarin de
effectieve spins allen gekwantiseerd zijn in een zeer homogene richting.

Ten tweede moet een defect de eigenschap hebben dat de spin in de grond-
toestand relatief goed is afgeschermd van het kristalrooster, zodat deze stabiel is
en meerdere keren kan worden gebruikt voordat de kwantuminformatie verloren
raakt. De tijdschaal waarmee gelokaliseerde spins energie uitwisselen (de spin-
vervaltijd) en waarmee de voortgang van de kwantumtoestand wordt verstoord door
dynamische veranderingen in hun omgeving (de decoherentietijd) moet lang zijn,
zodat betrouwbare opslag van kwantumtoestanden mogelijk is en langeafstands-
verstrengelingsprotocollen toegepast kunnen worden. In hoofdstuk 4 en 6 bepalen
we experimenteel hoe de spin-vervaltijd van de overgangsmetaaldefecten die hier
onderzocht worden afthankelijk zijn van hun omgeving en van de aanwezigheid van
thermisch toegankelijke aangeslagen toestanden. Over het algemeen wordt aan-
genomen dat de koppeling tussen spin en orbitale vrijheidsgraden afbreuk doet
aan de stabiliteit van spins in kleurencentra. In hoofdstuk 4 laten we echter zien
dat in het specifieke geval waarin een defect een enkel elektron in een tweevou-
dig ontaarde orbitale toestand bevat, de spin-baan koppeling effectieve spin-1/2
doubletten veroorzaakt die gedeeltelijk door symmetrie worden afgeschermd van
direct spin-verval en door de omgeving veroorzaakte spinprecessie. In deze speci-
fieke configuratie stabiliseert de spin-baankoppeling juist de elektronische spin in
het defect, waardoor verassend lange spin-vervaltijden mogelijk zijn in Mo defec-
ten: meer dan enkele seconden onder de 3 K. In hoofdstuk 5 en 6 laten we zien dat
dit beeld veranderd in het geval van V defecten in SiC door de aanwezigheid van een
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centrale kernspin-7/2, dat van nature met een aandeel van 99% voorkom. Alhoewel
het elektronische deel van de eigentoestand van Mo en V defecten heel erg op elkaar
lijkt, zorgt de aanwezigheid van kernspin in V defecten ervoor dat magnetische- en
elektrische-dipoolspinovergangen die verboden zijn in defecten zonder kernspin,
nu wel zijn toegestaan. Deze extra overgangen leiden tot een situatie waarin de
spin-halfwaardetijd sterk afhankelijk is van de menging tussen de subniveau’s van
de elektronspin die wordt veroorzaakt de hyperfijnstructuur. Tegelijkertijd zorgt
dit er ook voor dat aansturing met microgolven mogelijk is met zowel elektrische-
als magneetvelden, met een gunstige verhouding tussen de aanstuurbaarheid en
afscherming van het kwantumdefect. In hoofdstuk 7 tonen we aan dat dezelfde na-
tuurkunde die zorgt voor stabilisatie van de gelokaliseerde elektronische eigentoe-
standen van Mo defecten in SiC, ook de verschillen in spinverstrooiingseigenschap-
pen tussen elektronen en gaten veroorzaakt in tweedimensionale overgangsmetaal-
dichalcogeniden.

Ten slotte hangt de optische aansturing af van de optische initialisatie, aanstu-
ring en uitlezing van de spintoestand. Om zulke aansturing mogelijk te maken moe-
ten de defecten fotonen uitzenden, bij voorkeur in de zero-phonon line (ZPL). De
inhomogene verbreding van de ZPL, die wordt veroorzaakt door de wisselwerking
tussen de defecten en de kristallijne omgeving, moet klein zijn, zodat als twee defec-
ten elk een foton uitzenden deze niet van elkaar te onderscheiden zijn. Daarnaast
moet het mogelijk zijn om de spin van de grondtoestand te initialiseren door de op-
tische overgang resonant aan te slaan. Het werk in dit proefschrift laat zien dat we
kunnen voldoen aan enkele van deze eisen met ensembles van Mo en V defecten in
SiC. In hoofdstuk 3 en 4 laten we zien dat we Mo spins in SiC kunnen initialiseren
en ze optisch kunnen detecteren op cryogene temperaturen. Bovendien tonen we
aan dat we een ensemble van Mo defecten in een coherente superpositie van grond-
toestandsubniveau’s kunnen brengen met een volledig optische methode, namelijk
twee-laseraandrijving (coherent population trapping). In hoofdstuk 6 laten we zien
dat het grote aantal hyperfijn-gekoppelde toestanden, gecombineerd met de rela-
tief snelle spin-vervaltijd, de mate waarin een ensemble van V defecten optisch kan
worden geinitialiseerd beperkt is in vergelijking met Mo defecten. Het blijft voor-
alsnog een uitdaging om dit te verbeteren voordat deze defecten kunnen worden
toegepast in de kwantumcommunicatie. Daarnaast laten we in dit hoofdstuk zien
dat de inhomogene verbreding van de optische overgangslijnen sterk athankelijk is
van de symmetrie van de specifieke eigentoestanden die betrokken zijn bij de over-
gang, zelfs in defecten zonder inversiesymmetrie. Op deze manier kan één en het
zelfde defect verschillende optische overgangen hebben met elk een andere robuust-
heid ten opzichte van verbreding door omgevingsinvloeden. Dit inzicht moet mee
worden genomen bij het bepalen van een optimale geometrie voor de aansturing.
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Met deze resultaten tonen we aan dat kleurencentra in vaste stoffen veel meer
ontwerpkeuzes bieden en een veel groter prestatiebereik hebben (wat betreft de
relevante parameters voor kwantumoptische aansturing) dan waar normaal van-
uit wordt gegaan, zelfs na meer dan 20 jaar onderzoek naar soortgelijke systemen.
Door de microscopische structuur van deze defecten te verbinden aan de verschei-
dene factoren die belangrijk zijn voor toepassingen in de kwantumtechnologie kun-
nen we in eerste instantie onlogische resultaten beter begrijpen en voorspellen hoe
soortgelijke systemen zich gedragen. In het snel groeiende veld van de kwantum-
technologie kan deze benadering de weg vrijmaken om nieuwe defectcentra te ont-
werpen met specifieke toepassingen in het achterhoofd.
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Resumo

A tecnologia da informacao quantica nos permite processar informacao de maneira
diferente a tecnologia da informacao classica e podera, por isso, proporcionar vias
de comunica¢ido fundamentalmente seguras. Os blocos basicos para a implementa-
¢do da comunicacao quantica sdo chamados qubits, uma unidade de processamento
cujo estado é determinado pelas leis da Mecanica Quéntica. As operagdes em longa
distancia desses qubits podem ser mediadas por f6tons. Desse modo, um dos gran-
des desafios da area esta na busca de materiais que podem guardar a informacio
quantica de seus estados eficientemente, e transferi-la as particulas de luz (f6tons)
quando necessario. Alguns dos melhores candidatos sao os assim chamados color
centers, presentes em cristais como diamante ou silicio. Esses color centers funcio-
nam como moléculas artificiais presas nesses cristais: eles vibram e interagem com
luz como uma molécula, mas a sua forma é determinada pelo cristal a sua volta. O
spin dos elétrons e ndcleos nesses color centers pode ser usado para guardar a infor-
macao quantica eficientemente. Os fétons emitidos por esses color centers podem
now informar sobre o estado quéntico dos spins eletrénicos contidos neles. Isso
possibilita protocolos de emaranhamento entre matéria e luz que sao necessarios
para a implementacao da comunicagao quantica.

Nesse contexto, materiais e color centers compativeis com a infraestrutura in-
dustrial ja existente se tornam particularmente relevantes. Carbeto de silicio é um
semicondutor amplamente utilizado na indtstria em circuitos eletronicos de alta
poténcia. As ji estabelecidas técnicas de crescimento e processamento de SiC tor-
nam esse material muito versatil do ponto de vista da engenharia micro-eletrénica.
Além disso, esse semicondutor pode hospedar varios defeitos em sua estrutura cris-
talina, dando origem a varios color centers com atividade 6tica em regides do es-
pectro compativeis com a, ou proximas da, infraestrutura de telecomunicacgoes. A
investigacdo das propriedades 6ticas e de spin destes color centers é tipicamente
feita individualmente, defeito a defeito. Assim, esta drea do conhecimento ainda
carece de uma generalizac¢ao sobre como a estrutura microscopica dos defeitos cris-
talinos (tal como simetria, acoplamento entre o spin e outros graus de liberdade,
etc.) influencia os parametros experimentais de relevancia para aplicacoes em tec-
nologias quanticas. Tal generalizacao poderia levar a uma situacdo em que novos
defeitos sdo projetados de antemao para aplicacoes especificas. Nos capitulos 3-6
desta tese, n6s exploramos as propriedades 6ticas e de spin de ensembles de defeitos
contendo metais de transicdo em SiC. Gradualmente, nos relacionamos suas carac-
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teristicas experimentais a uma analise de sua configuracao espacial e seus estados
eletronicos. Além disso, nos generalizamos nossas observagoes para diferentes es-
tados localizados e delocalizados com simetrias semelhantes em outros materiais
(capitulo 7).

Para operacao quéntica, alguns parametros sao particularmente importantes.
Primeiramente, a compreensao sobre como os estados eletronicos de um defeito
dependem da sua vizinhanca pode levar a defeitos especialmente projetados para
certas aplica¢cdes em metrologia, ou a engenharia de dispositivos ou geometrias ope-
racionais com alta coeréncia quantica. No capitulo 3, nés mostramos que defeitos
formados por impurezas de Mo no SiC contém spins que nao sao sensiveis a campos
magnéticos ortogonais ao eixo-c do SiC (até a nossa precisdo instrumental). Essa
anisotropia axial acontece quando os estados eletronicos associados com esse de-
feito possuem um momento angular orbital finito na direcdo do eixo-c, e os graus
de liberdade de spin e espaciais estao fortemente acoplados devido ao acoplamento
spin-Orbita. Neste capitulo, nds utilizamos essa informacgao para determinar a es-
trutura microscopica e a carga eletronica destes defeitos. Color centers com aniso-
tropias deste tipo formam ensembles com defeitos que tém seus spins alinhados em
uma direcao homogénea.

Em segundo lugar, um defeito deve ter seus spins relativamente isolados do
resto da rede cristalina. Dois tempos caracteristicos sao de importancia: o tempo
em que um defeito com estados eletrénicos localizados troca energia com a rede
cristalina (isto é, seu tempo de relaxacgdo), e o tempo no qual a evolugio quantica
destes estados é influenciada por mudancas dinamicas do seu ambiente (o tempo
de coeréncia). Ambos devem ser suficientemente longos para que a informacao
quantica seja guardada eficientemente e para a execugio de protocolos de emara-
nhamento a distdncia. Nos capitulos 4 e 6, nés investigamos experimentalmente
como o tempo de relaxacao dos defeitos estudados nesta tese dependem da presenca
de estados excitados acessiveis. Em geral, o acoplamento entre graus de liberade
de spin e orbitais é prejudicial a estabilidade de spins eletronicos. Entretanto, nos
mostramos no capitulo 4 que no caso particular de defeitos que contém um tnico
elétron em estados orbitais duplamente degenerados, o acoplamento spin-orbita da
origem a estados eletronicos caracterizados por dubletos de spin-efetivo-1/2. Nes-
ses dubletos, transi¢oes de spin diretas e precessao do spin eletrdnico sao proibidas
devido as suas simetrias. Nessa configuracao, o acoplamento spin-érbita estabiliza
o spin eletronico e é parcialmente responsavel pelo tempo de relaxacio surpreen-
dentemente longo de defeitos contendo Mo, acima de 1 segundo em temperaturas
abaixo de 3 K. Nos capitulos 5 e 6, n6s mostramos que esse cenario muda no caso de
defeitos contendo V em SiC devido a presenca de um nuacleo com spin-7/2 com 99%
de abundancia. As estruturas eletronicas de defeitos contendo Mo e V sdo anélo-
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gas. Entretanto, a presenca do spin nuclear no caso de defeitos contendo V permite
o controle de transicGes eletronicas com campos de microondas elétricos e magné-
ticos, proibidos na auséncia do spin nuclear. Essas transicoes eletronicas adicionais
fazem com que o tempo de relaxagdo de defeitos contendo V dependa fortemente
do acoplamento hiperfino entre o spin do elétron e do nticleo central. No capitulo 7,
no6s mostramos que 0s mesmos processos responsaveis por estabilizar o spin dos es-
tados eletrénicos de defeitos contendo Mo em SiC podem ser usados para explicar
a diferenca entre elétrons e buracos em calcogenetos de metais de transicdo quanto
aos seus processos de relaxagao.

Finalmente, o controle dos estados de spin por meio de campos 6ticos depende
da possibilidade de inicializar, controlar e ler o estado eletronico 6ticamente. Para
alcancar estes objetivos, os defeitos devem emitir f6tons preferencialmente na li-
nha de zero fé6nons (ZPL, acronimo do termo em inglés Zero Phonon Line). A ZPL
observa um alargamento inomogéneo de sua largura de linha devido a interacdo
entre os defeitos e seu ambiente. Esse alargamento deve ser pequeno, tal que os
foétons emitidos por dois defeitos diferentes sejam indistinguiveis. Além disso, nés
devemos ser capazes de inicializar o spin do estado fundamental via transigoes oti-
cas. Ao decorrer desta tese, n6s demonstramos alguns destes requerimentos para
defeitos contendo Mo e V em SiC. Nos capitulos 3 e 4, ndés mostramos que o spin
de defeitos contendo Mo podem ser inicializados e detectados 6ticamente quando
a amostra estd em temperaturas criogénicas. Adicionalmente, nés mostramos que
ensembles de defeitos contendo Mo podem ser preparadas em uma superposicao
coerente de spins na presenca de dois lasers (coherent population trapping). No
capitulo 6, n6s mostramos que a combinacio entre o grande ntimero de estados hi-
perfinos e o tempo de relaxacao reduzido de defeitos contendo V limita a eficiéncia
da inicializacao de spin para estes defeitos (quando comparado a defeitos contendo
Mo). A otimizacao deste processo de inicializacdo ainda é um dos grandes obtacu-
los para a implementacao destes defeitos em tecnologias quanticas. Neste capitulo,
no6s ainda mostramos que a largura de linha inomogénea das transigoes 6ticas de-
pende fortemente do carater de simetria dos estados eletronicos envolvidos, mesmo
em defeitos que nao tém simetria de inversao. Assim, um mesmo defeito pode ter
transic¢Ges Oticas que respondem diferentemente a perturbacoes de seu ambiente.
Isso deve ser levado em consideracao ao determinar as geometrias operacionais que
otimizam a performance desses defeitos.

Com estes resultados, nés mostramos que defeitos em semicondutores ofere-
cem mais oportunidades de engenharia e variabilidade de performance com res-
peito aos parametros relevantes para operacao quantica do que tipicamente espe-
rado, mesmo depois de mais de 20 anos de pesquisa nestes sistemas. Relacionar
a estrutura microscopica destes defeitos as figuras de mérito para aplicagcbes em
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tecnologias quanticas nos permite compreender resultados aparentemente surpre-
endentes, e fazer previsdes sobre o comportamento de sistemas relacionados. Em
um ambiente de tecnologias quanticas que esta crescendo rapidamente, essas ini-
ciativas podem levar a engenharia de novos defeitos com aplicacGes especificas.
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chapter1
Quantum technologies and their material
platforms: the potential of SiC

had a prominent place in news outlets in the past years. These technologies
gain advantage from or are made possible by the quantum-mechanical (i.e. non-
classical) states of its physical components. From proof-of-principle experiments
demonstrating some of the most widely debated physical concepts of the last cen-
tury [1—3], to engineering feats delivering ever bigger quantum processors [4—9],
the past decade has seen rapid and important steps towards functional quantum
technologies.

The sight of commercial parties taking an increasingly important role in the de-
velopment of these technologies might lead to the belief that the time for funda-
mental exploration of platforms for their implementation is past. This view is short-
sighted and overlooks the complexity of the quantum-technological milieu. On the
one hand, characterization of novel and existing quantum systems for quantum-
technology applications is still unraveling exciting and surprising quantum me-
chanical behavior [1, 10—18]. On the other hand, the discussion of which material

Q uantum technologies (quantum computing, sensing, and communication) have

platform to use when developing quantum technologies is not a simple one, and
several arguments must be considered [19—21]. It is likely that different platforms
will fulfill specific needs for different applications, and that several of these systems
will coexist in a larger quantum-technological context.

This thesis is focused on the characterization of several quantum systems in a
semiconductor platform (SiC) for quantum-communication applications. To mo-
tivate this effort, in this chapter we discuss some of the potential outcomes of the
various quantum technologies and the material platforms currently being consid-
ered for their implementation, along with their benefits and limitations. Finally,
we show how SiC and its color centers overcome some of the limitations of other
systems and are thus interesting platforms to explore.

1.1. The promises of quantum technologies
As was the case in the early development of classical computational technologies, it
is hard to fully envision the future capabilities of quantum-based technologies and
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their related algorithms. Nevertheless, in some areas, we can already identify future
and present applications that promise to revolutionize various fields.

Quantum computing relies on the quantum-mechanical properties of qubits to
enhance computational speeds and access problems that are currently intractable
to classical computers [22, 23]. Whereas a classical bit can only be in 2 states (0 or 1
from here on), a quantum bit (qubit) may be in any superposition of these states (see
Fig. 1.1(a)). Thus, in order to describe the configuration of a single qubit, we need to
know how this particular superposition looks like and evolves, which is translated
into the phase and probability amplitudes associated with this superposition. Fur-
thermore, a collection of interacting qubits can be entangled in such a way that their
states are quantum-mechanically intertwined. When this happens, the state of each
qubit cannot be described independently, and the description of the full quantum-
mechanical state depends on the collective evolution of the entire set of qubits. It is
in these quantum mechanical properties — superposition and entanglement — that
lies the great advantage of quantum systems over their classical counterparts when
considering some specific computational tasks. Algorithms mapping search and
optimization protocols into the evolution of the phase of a collective quantum state,
for example, undeniably show that large-scale quantum computers could represent
a huge leap for fields related to optimization and logistics [7, 24, 25]. Finally, pro-
cesses that are fundamentally quantum in their nature — such as material formation
and molecular interactions — can be more effectively simulated in quantum, rather
than classical processing units [4, 26—29]. Thus, fields like pharmacy and materi-
als design will benefit from operational quantum computers, with possible conse-
quences for the development of new drugs, or energy-transition friendly materials,
for example.

The phase information of a (collective) quantum state is very fragile and thus
constitutes both the hidden weapon of quantum systems and their Achilles’ heal.
This phase is extremely sensitive to environmental perturbations, and its informa-
tion is effectively lost as the quantum system interacts with its environment. Quan-
tum sensing relies on this enhanced sensitivity of quantum systems to their environ-
ment to provide detailed information on local properties such as electromagnetic
fields, temperature, and pressure with nanoscale resolution [30—36]. These tech-
niques are already currently used to investigate material properties and biological
processes, for example [33, 371.

Finally, quantum communication technologies aim at establishing long-distance
distribution of entangled states through so-called flying qubits. This type of network
would enable the distribution of cryptographic keys fundamentally secured by the
laws of quantum mechanics [38—40]. The entangled states associated with these
quantum passwords cannot be intercepted without being disturbed. Therefore, any
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attempt to eavesdrop on the password would be known to the party sharing the
key. These quantum key distribution protocols would represent a large advance-
ment in the field of cryptography and are especially important in light of the fact
that a functional quantum computer will enable fast factorization of large prime
numbers, rendering some of the most important classical cryptography protocols
obsolete [24].

The natural choice for these flying qubits for the implementation of quantum
networks is optical pulses since we know that photons can hold onto their coher-
ent properties while traveling over long distances through optical fibers. Espe-
cially photons at the near-infrared regions of the spectrum, at the so-called telecom
bands, can be transmitted through the existing telecommunication infrastructure
with low losses. Nonetheless, the distances covered by photons in optical fibers
before they are absorbed are limited to a few hundreds of kilometers, even in the
highest quality, lowest-loss optical fibers [41]. Expanding the scope of quantum
networks relies, then, on material-based quantum memories that are long-lived and
can be effectively entangled with these flying qubits, such that the quantum infor-
mation can be temporarily stored in a stationary qubit and retrieved on demand
[42]. There is still no consensus on which material platform is ideally suited for
this application. The development of these quantum networks relies on identifying
material platforms with long-lived embedded quantum systems with efficient op-
tical interfaces. This hybrid implementation of stationary and flying qubits would
also largely aid in the effort to scale-up quantum computing architectures since it
would enable us to harness the total power of several small-scale quantum comput-
ers through distributed quantum computing [43].

1.2. Material qubits for communication applications

A qubit is a two-level quantum system that is, in the ideal case, isolated from its
environment but still efficiently addressable. In other words, it takes a long time
for the qubit to lose its phase information to its environment, but we can effec-
tively modify its quantum state via well-controlled quantum gate operations. The
timescale at which the qubit loses its phase information to the environment with-
out the possibility of recovery is called its coherence time T,. The coherence time is
fundamentally limited by the timescale T; (the relaxation time) at which the qubit
exchanges energy with its environment, but T, may be much shorter than T; (see
Fig. 1.1(b)). In order to be functional as a qubit, a two-level system must have T,
that is orders of magnitude longer than its operation time, such that many opera-
tions are possible before the quantum information is lost. Thus, some of the most
important figures of merit for all areas of quantum applications are the relaxation,
coherence, and operation times.



1. Quantum technologies and their material platforms: the potential of SiC

@ 0 (b) |exc)
[0) 10) @|0) + B |1) A
10) 11)
|1) ¥
1) OV 7Ty S
Classical bit Quantum bit TZ Tl

Figure 1.1: A quantum bit and its optical interface (a) Whereas a classical bit can be in one of two
states (]0) or |1)), a quantum bit can be in any superposition of the two basis states. The space spanned
by the possible superposition states can be represented as points on the Bloch sphere. (b) Besides the
two qubit states |0) and |1), the quantum system may have additional excited states, and the qubit may
interact with these states via optical fields. If this interaction depends on the qubit state, an optical
interface arises for entanglement between the state of the photonic field (]0’) or |1')) and the state of
the stationary qubit (|0) or |1)). The quantum superposition of a qubit is lost in a timescale T,, which is
fundamentally limited by the timescale Ty, at which the qubit exchanges energy with its environment.

A material-based qubit may also have other available (excited) quantum states.
These states may be detrimental for quantum operation, leading to additional de-
phasing and relaxation of the stationary qubit. However, the presence of excited
states may also lead to an interface for entanglement or quantum-state transfer be-
tween photonic states and the stationary qubit, if direct mapping between them is
available [11, 38, 39] (see Fig. 1.1(b)). Thus, isolated quantum systems with address-
able optically-excited states are very interesting platforms for quantum sensing and
quantum communication applications. When considering such systems, additional
figures of merit play an important role. For quantum communication applications,
for example, creating entanglement between remote stationary nodes at an appre-
ciable rate (such that entanglement can be obtained much faster than the qubit loses
its quantum information, and fast enough to reduce experimental noise accumula-
tion) is an important goal [20, 44, 45]. Thus, the rate at which one can operate
on stationary qubits and associated photons, and how far these photons can then
travel before losing their quantum information are the key parameters, and funda-
mentally limit the operation times of a quantum network.

1.2.1. Current contenders

When considering platforms for the implementation of quantum communication
protocols, one must search for quantum systems whose phase information is ro-
bust (that is, T; and T, are long), but that also interact with light in such a way that
the stationary qubit state can be mapped onto properties of photonic states (and
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vice-versa). At present, the most widely studied platforms are trapped ions, semi-
conductor quantum dots, and solid-state color centers. All of these systems rely on
storing the quantum information in the spin (a relativistic and quantum mechanical
angular momentum) of charged particles (electrons, holes, or nuclei). The consid-
erations of this section are summarized in Fig. 1.2.

Inion trap qubits, the quantum information is stored in the electronic or nuclear-
spin eigenstates of ions, trapped in vacuum due to strong electromagnetic fields
[46—48]. Since the ions are isolated in vacuum, interacting only with the electro-
magnetic fields used for trapping and qubit control, these qubits may live for virtu-
ally infinite times [49]. Their coherence properties are often limited by noise of the
trapping and control electric fields [50, 51]. However, scaling up these systems and
integrating them with other semiconductor device platforms remains a challenge
[19].

Alternatively, semiconductor quantum dots can host isolated and localized elec-
trons or holes. These charge-carrier spins may be long-lived and can thus be used
to store quantum information in these systems [52—54]. The trapping potential re-
sponsible for these quantum dots may arise from lithographically designed electro-
static gates [54], via bottom-up self-assembly of islands during growth of semicon-
ductor materials (zero-dimensional analogs of the two-dimensional electron gas)
[52], or via localization of excitons around lattice impurities [55—57]. Quantum dots
formed in III-V or II-VI semiconductors via self-assembly methods create trapping
potentials for both electrons and holes and thus give rise to localized spins that are
optically addressable [52, 55, 58—60]. These systems may be telecom-compatible
[61], but scaling them up is hindered by the large variability of quantum-dot prop-
erties [62, 63]. Furthermore, ITI-V semiconductors are composed of elements that
do not have nuclear-spin zero isotopes, and the nuclear-spin bath is an important
source of decoherence for the localized electronic spins [19, 20, 64].

Finally, solid-state color centers arise when defects in the lattice of an insulator
or semiconductor lead to localized electronic states strongly confined around the
defect site [21, 45, 65]. The coupled electronic and spin properties of these defect
centers can be used to store quantum information. When these defects have an ad-
ditional accessible excited state within the bandgap of the host material, the defect
can efficiently interact with light resonant with the transition between ground and
excited states, and this interaction may be spin-dependent [66—69]. The spin and
optical properties of these color centers depend on a wide variety of parameters,
for example the geometry and symmetry of the defect site, their charge state, and
whether or not impurity atoms are present in the defect complex [20, 21, 65, 70,
71].

The investigation of color centers in solids has enabled some ground-breaking
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Nuclear-spin free Semiconductor (near-) Telecom
environment device compatibility operation

Trapped Ions

Quantum dots (III-V)

Quantum dots (II-VI)

Diamond color centers
(NV and others)

SiC color centers

Figure 1.2: Material platforms for application in quantum communication and their limi-
tations. A list of the current material platforms being developed for quantum communication appli-
cations, classified with respect to some key requirements for technological compatibility. Decoherence
of the functional spin qubit due to interaction between the stationary qubits and neighboring nuclear
spins can be mitigated by having a nuclear-spin-free environment. In trapped ions, this is intrinsically
achieved by the vacuum environment. Insulator or semiconductor spin quantum states require iso-
topic purification of the host material, and this is not always possible. Device engineering may lead to
devices where the quantum system has enhanced optical and spin properties, like strong optical tran-
sitions in photonic cavities, or enhanced spin lifetimes if the electrostatic environment is controlled via
gating. Quantum systems that interact with light at the telecom range will profit from optimal operation
at wavelengths compatible with the existing telecommunication infrastructure

demonstration of the basic requirements for functional quantum networks, such
as long-distance entanglement of remote qubits [1, 72]. For the largest part, these
results were realized on nitrogen-vacancy (NV) complexes in diamond. This lat-
tice defect, comprising a negatively charged nitrogen impurity next to a carbon va-
cancy in the diamond lattice, has a spin-1 with long coherence and long relaxation
times up to room temperature, and can be optically initialized, manipulated, and
read out [67, 73—77]. Although NV centers in diamond have been extremely use-
ful for demonstrating the feasibility of important steps towards quantum networks,
this platform still shows some significant shortcomings that motivate the further
search for solid-state defects with long-lived spins, bright optical interfaces, and
suitable host properties. Firstly, NV centers interact with light in the visible range,
far from the preferred wavelengths for low-loss communication through telecom
fibers. Although there are protocols for up and downconverting photons generated
by these NV centers while preserving the photon coherence [78], these protocols
are technically demanding and incur extra losses that limit the maximum entan-
glement rates achievable. This also represents a challenge for remote bio-sensing
applications due to strong absorption of visible photons by salty water (whereas
near-infrared photons penetrate better into biological media). Secondly, the NV
center suffers from strong coupling to phonon modes in the material, which leads
to predominant emission of photons into a broad phonon band that hinders the en-
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tanglement between the defect spin and the photonic states [65]. This brings us to
the third, and perhaps most important, shortcoming of NV centers and diamond
as a material platform: a clear path towards the improvement of the optical and
spin coherence properties of color centers is embedding them in engineered de-
vices. Photonic cavities, for example, can enhance the coherence properties of the
emitted photons [79], whereas phononic cavities may be engineered to reduce the
population of phonons responsible for limiting the spin-relaxation times [20]. Ad-
ditionally, electrostatic devices may be used to locally stabilize the semiconductor
electrostatic environment [80, 81], suppressing detrimental processes like charg-
ing of defect centers, and device engineering could lead to on-chip integration of
defect centers with electrical control and detection [82, 83]. However, diamond’s
hardness and the difficulty involved in doping it mean that processing diamond into
these types of devices is challenging.

For these reasons, a wide array of defects beyond the NV center in diamond
have been explored in the past years. For example, group-IV impurities in dia-
mond form optically active spin-3/2 defects [84—87]. These defects’ symmetries
lead to outstanding optical properties, including very narrow optical emission lines
(meaning that there is very large coherence between the interacting spin and pho-
tonic states). Furthermore, the systematic study of several different group-IV de-
fects shows that the defect properties are tunable by changing the type of impurity
ion [84, 85]. Although diamond itself hosts a whole zoo of optically active lattice
defects, in order to overcome its limitations as a host material, we must look for
alternative semiconductor platforms that host similar optically active defects. An
intuitive choice is silicon carbide, a wide-bandgap semiconductor that has been ex-
tensively used in the semiconductor industry as an alternative to silicon for high-
power, high-temperature device applications [88].

1.3. SiC and its color centers

Silicon carbide is formed by stacked and alternating carbon and silicon layers and
can be almost seen as a combination of diamond and silicon. It is extremely robust
and has a wide band-gap which makes it transparent for most wavelengths in the
visible and near-infrared ranges of the spectrum (like diamond), yet it can be grown
with extremely high quality and controllable doping, and its processing technolo-
gies have gone through decades of improvement for applications in the semicon-
ductor industry (like silicon). A set of high-quality commercial SiC wafers is shown
in Fig. 1.3(a).

Silicon carbide can host a wide array of defect centers [70, 89—95]. These may
be intrinsic, like vacancy and divacancy complexes, or extrinsic due to impurities
added during or implanted after growth. Furthermore, the material can be grown
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Figure 1.3: Silicon carbide and its defects (a) A series of industrial SiC wafers (photo courtesy of
II-VI Inc.). (b) The crystal is composed of alternating Si and C layers. Stacking these layers in different
orders leads to different SiC polytypes. Depicted here is 6H-SiC, with stacking order ABCACB. Lattice
sites in different layers differ in local symmetries (here denoted by h, k; and k,, see main text for de-
tails). Silicon carbide can host a myriad of different lattice defects. Various examples are depicted here,
circled. From top to bottom, these are a divacancy, a substitutional defect, and an impurity neighboring
avacancy.

in different polytypes — that is, different crystal forms that vary in how the car-
bon and silicon layers are stacked. These various polytypes have lattice sites with
different local symmetries. In Fig. 1.3(b) we show the crystal structure of 6H-SiC,
characterized by stacking of the type ABCACB. In this particular polytype, C and Si
atoms can occupy lattice sites with quasi-cubic (k; and k, sites) or quasi-hexagonal
(h) symmetries. Since the defect symmetry plays a significant role in determining
its optical and spin-related properties, this feature can be used to engineer defects
with desirable interactions with electromagnetic fields [96]. Combined with the
outstanding list of impurities that are stable in the SiC lattice, this provides a huge
parameter space to explore when searching for defects with suitable optical and spin
properties.

Many of the defects centers present in SiC are optically active in the near-infrared
range [70, 97], and thus highly interesting for quantum-communication applica-
tions through the existing telecom infrastructure. Some of them have been explored
to date. Divacancies, for example (complexes with neighboring carbon and silicon
vacancies) are highly analogous to NV centers, with a spin-1 ground state that can
be optically initialized and has long coherence times [64, 98—101]. Their optical
transitions (between 1000 and 1200 nm) are still not fully compatible with current
telecommunication infrastructure (in the intervals 1260 - 1360 nm or 1530 - 1565
nm), but proof-of-principle device integration of these defects demonstrates the po-
tential of SiC as a host material [79, 81, 82]. Other defects, including some that in-
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teract with light at the telecom bands, have not been thoroughly investigated and
still need to be fully characterized with respect to their ground and excited-state spin
properties. In particular, understanding how the various energy scales responsible
for a defect’s electronic structure influence their spin and its interaction with the
environment may lead to informed engineering of novel defects that fulfill specific
needs for quantum communication applications. This is the focus of this thesis.
We look at transition metal defect centers in SiC with optical techniques in order
to understand how their microscopic environment leads to their spin and optical
properties, and whether these fulfill the requirements for quantum communication
applications.

1.4. This thesis

In this thesis, we investigate transition-metal defects in SiC with experimental and
theoretical means. We apply optical characterization techniques to determine their
microscopic configuration, whether the spins associated with these defect centers
can be optically initialized, what is the timescale and what physical processes dom-
inate the spin relaxation and inhomogeneous coherence times of these defects. In
the process of doing this, we unravel defect centers with spins that are surprisingly
robust, and whose electronic structure gives rise to behavior that is much richer
than originally anticipated. We show that, in particular geometries, the coupling
between the electronic spin states and its orbital states via spin-orbit coupling can
in fact stabilize these spins, which can have spin-relaxation times up to seconds at
low (few kelvin) temperatures. Furthermore, we theoretically investigate the pos-
sibility of manipulating these defect centers via microwave electromagnetic fields.
The thesis is organized as follows:

- Chapter 2 presents background information on theoretical and experimen-
tal concepts and techniques applied in the subsequent chapters. This includes
a short and didactical recap of group theory concepts and how they lead to
selection rules for transitions between different eigenstates. These concepts
underline most of the theoretical arguments presented in this thesis. Further-
more, we describe in this chapter the experimental setup and geometries used
to obtain the experimental results presented in this thesis.

- Chapter 3 presents group-theoretical arguments that led to the identification
of the microscopic configuration of a substitutional defect containing a Mo im-
purity in SiC, motivated by experimental results within our team. We show
that a model based on group theory encompasses the unusual anisotropic
magneto-optical spectra associated with these defect centers, and this enables
us to determine their lattice site and charge configuration.
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- Chapter 4 presents time-resolved measurements that unravel surprisingly
long spin-relaxation times of the Mo defect in SiC. Based on the temperature
dependence of the spin-relaxation rate and an analysis of the electronic struc-
ture of these defects, we identify the physical mechanisms leading to spin re-
laxation in these defects. We show how the symmetry of the defect, combined
with spin-orbit coupling, leads to specific symmetry-protected selection rules
that are responsible for the long spin lifetimes of these defect centers. Un-
fortunately, these selection rules may hinder microwave control of the defect
spins.

- Chapter 5 presents our theoretical results showing that the presence of a
hyperfine-coupled nuclear spin may be fundamental to enable the control of
the electronic spin of Mo and V defects in SiC via microwave fields in uncon-
ventional geometries. These results indicate that the symmetry-related limi-
tations for microwave control (mentioned in chapter 4) may be overcome in
the presence of a nuclear spin. We show that the interaction with the nu-
clear spin opens up transitions that are originally forbidden, leading to al-
lowed spin resonances due to electric and magnetic microwave fields, with
important technological consequences for the device integration of these de-
fect centers.

- Chapter 6 presents experimental spectroscopic results on ensembles of V de-
fects in SiC. We use emission and novel absorption approaches to demonstrate
high-contrast magneto-spectroscopy of the hyperfine-coupled spin sublevels.
Based on time-resolved experiments, we determine the spin-relaxation time
of these defects. The magnetic-field dependence of the spin-relaxation rate
provides evidence for hyperfine-mediated spin-relaxation mechanisms.

- Chapter 7 presents a group-theoretical derivation of scattering mechanisms
of charge carriers in two-dimensional transition metal dichalcogenides. These
results help explain a series of transport experiments in TMDs and are derived
from those presented in chapter 3 for defects in SiC. This shows that the the-
oretical techniques explored in this thesis are very general and can provide
transferable insight into a wide class of physical platforms and phenomena.

References

[1] B. Hensen et al., “Loophole-free bell inequality violation using electron spins separated by 1.3

kilometres”, Nature 526, 682 (2015).

[2] G. Pagano et al., “Quantum approximate optimization of the long-range ising model with a

trapped-ion quantum simulator”, Proc. Natl. Acad. Sci. U S A 117, 25396 (2020).



References

[3]

[4]

[5]

(6]

[71

[8]
[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

X. X. Zhang et al., “Magnetic brightening and control of dark excitons in monolayer WSe,”, Nat.
Nanotechnol. 12, 883 (2017).

A. L. Q. Google and Collaborators, “Hartree-fock on a superconducting qubit quantum com-
puter”, Science 369, 1084 (2020).

A. Kandala, K. Temme, A. D. Corcoles, A. Mezzacapo, J. M. Chow, and J. M. Gambetta, “Error
mitigation extends the computational reach of a noisy quantum processor”, Nature 567, 491
(2019).

P. Jurcevic et al., “Demonstration of quantum volume 64 on a superconducting quantum com-
puting system”, ArXiv 2008.08571v2 (2020).

F. Arute et al., “Quantum supremacy using a programmable superconducting processor”, Nature
574, 505 (2019).

K. Wright et al., “Benchmarking an 11-qubit quantum computer”, Nat. Commun. 10, 5464 (2019).

N. Friis et al., “Observation of entangled states of a fully controlled 20-qubit system”, Phys. Rev.
X 8, 021012 (2018).

V. A.Norman, S. Majety, Z. Wang, W. H. Casey, N. Curro, and M. Radulaski, “Novel color center
platforms enabling fundamental scientific discovery”, InfoMat, 1 (2020).

E. Togan et al., “Quantum entanglement between an optical photon and a solid-state spin qubit”,
Nature 466, 730 (2010).

W. Pfaff et al., “Unconditional quantum teleportation between distant solid-state quantum bits”,
Science 345, 532 (2014).

P. W. Anderson, B. I. Halperin, and C. M. Varma, “Anomalous low-temperature thermal prop-
erties of glasses and spin glasses”, The Philos. Mag. 25, 1 (1972).

T. B. Boykin, G. Klimeck, M. A. Eriksson, M. Friesen, S. N. Coppersmith, P. von Allmen, F. Oy-
afuso, and S. Lee, “Valley splitting in strained silicon quantum wells”, Appl. Phys. Lett. 84, 115
(2004).

D. L. Creedon, Y. Reshitnyk, W. Farr, J. M. Martinis, T. L. Duty, and M. E. Tobar, “High q-
factor sapphire whispering gallery mode microwave resonator at single photon energies and
millikelvin temperatures”, Appl. Phys. Lett. 98, 222903 (2011).

M. Harlander, M. Brownnutt, W. Hinsel, and R. Blatt, “Trapped-ion probing of light-induced
charging effects on dielectrics”, New J. of Phys. 12, 093035 (2010).

T. Tanttu et al., “Controlling spin-orbit interactions in silicon quantum dots using magnetic field

direction”, Phys. Rev. X 9, 021028 (2019).

G. Wang, A. Chernikov, M. M. Glazov, T. F. Heinz, X. Marie, T. Amand, and B. Urbaszek, “Col-
loquium: excitons in atomically thin transition metal dichalcogenides”, Rev. of Mod. Phys. 90
(2018).

N. P. de Leon et al., “Materials challenges and opportunities for quantum computing hardware”,
Science 372, eabb2823 (2021).

G. Wolfowicz, F. J. Heremans, C. P. Anderson, S. Kanai, H. Seo, A. Gali, G. Galli, and D. D.
Awschalom, “Qubit guidelines for solid-state spin defects”, Nat. Rev. Mater. (2021).

L. C. Bassett, A. Alkauskas, A. L. Exarhos, and K.-M. C. Fu, “Quantum defects by design”, Nanopho-
tonics 8, 1867 (2019).

M. A. Nielsen and 1. L. Chuang, Quantum computation and quantum information: 10th an-
niversary edition (Cambridge University Press, 2010).

11




1. Quantum technologies and their material platforms: the potential of SiC

[23]
[24]

[25]
[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]
[40]

[41]

[42]

[43]

12

R. P. Feynman, “Simulating physics with computers”, Int. J. of Theor. Phys. 21, 467 (1982).

P. W. Shor, “Polynomial-time algorithms for prime factorization and discrete logarithms on a
quantum computer”, SIAM Review 41, 303 (1999).

A. Montanaro, “Quantum algorithms: an overview”, npj Quantum Information 2, 15023 (2016).
C. Kokail et al., “Self-verifying variational quantum simulation of lattice models”, Nature 569,
355 (2019).

S. McArdle, S. Endo, A. Aspuru-Guzik, S. C. Benjamin, and X. Yuan, “Quantum computational
chemistry”, Rev. of Mod. Phys. 92, 015003 (2020).

Y. Nam et al., “Ground-state energy estimation of the water molecule on a trapped-ion quantum
computer”, npj Quantum Information 6, 33 (2020).

M. Reiher, N. Wiebe, K. M. Svore, D. Wecker, and M. Troyer, “Elucidating reaction mechanisms
on quantum computers”, Proc. Natl. Acad. Sci. U S A 114, 7555 (2017).

M. H. Abobeih, J. Randall, C. E. Bradley, H. P. Bartling, M. A. Bakker, M. J. Degen, M. Markham,
D. J. Twitchen, and T. H. Taminiau, “Atomic-scale imaging of a 27-nuclear-spin cluster using a
quantum sensor”, Nature 576, 411 (2019).

J. F. Barry, J. M. Schloss, E. Bauch, M. J. Turner, C. A. Hart, L. M. Pham, and R. L. Walsworth,
“Sensitivity optimization for NV-diamond magnetometry”, Rev. of Mod. Phys. 92, 015004 (2020).

J. Bylander et al., “Noise spectroscopy through dynamical decoupling with a superconducting
flux qubit”, Nat. Phys. 7, 565 (2011).

F. Casola, T. van der Sar, and A. Yacoby, “Probing condensed matter physics with magnetometry
based on nitrogen-vacancy centres in diamond”, Nat. Rev. Mater. 3, 17088 (2018).

J.C.Jaskula, B. J. Shields, E. Bauch, M. D. Lukin, A. S. Trifonov, and R. L. Walsworth, “Improved
quantum sensing with a single solid-state spin via spin-to-charge conversion”, Phys. Rev. Appl.
11, 064003 (2019).

Y. Romach et al., “Spectroscopy of surface-induced noise using shallow spins in diamond”, Phys.
Rev. Lett. 114, 017601 (2015).

H. Kraus, V. A. Soltamov, F. Fuchs, D. Simin, A. Sperlich, P. G. Baranov, G. V. Astakhov, and
V. Dyakonov, “Magnetic field and temperature sensing with atomic-scale spin defects in silicon
carbide”, Sci. Rep. 4, 5303 (2014).

T. Zhang et al., “Toward quantitative bio-sensing with nitrogen—vacancy center in diamond”,
ACS Sensors 6, 2077 (2021).

L.-M. Duan, M. D. Lukin, J. I. Cirac, and P. Zoller, “Long-distance quantum communication
with atomic ensembles and linear optics”, Nature 414, 413 (2001).

H. J. Kimble, “The quantum internet”, Nature 453, 1023 (2008).

T. E. Northup and R. Blatt, “Quantum information transfer using photons”, Nat. Photonics 8,
356 (2014).

Y. Colombe, D. H. Slichter, A. C. Wilson, D. Leibfried, and D. J. Wineland, “Single-mode optical

fiber for high-power, low-loss uv transmission”, Optics express 22, 19783 (2014).

D. Awschalom et al., “Development of quantum interconnects (quics) for next-generation infor-
mation technologies”, PRX Quantum 2, 017002 (2021).

K. Nemoto et al., “Photonic architecture for scalable quantum information processing in dia-
mond”, Phys. Rev. X 4, 031022 (2014).



References

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

G. Zhang, Y. Cheng, J.-P. Chou, and A. Gali, “Material platforms for defect qubits and single-
photon emitters”, Appl. Phys. Rev. 7, 031308 (2020).

S. Castelletto and A. Boretti, “Silicon carbide color centers for quantum applications”, Journal
of Physics: Photonics 2, 022001 (2020).

C. D. Bruzewicz, J. Chiaverini, R. McConnell, and J. M. Sage, “Trapped-ion quantum computing:
progress and challenges”, Appl. Phys. Rev. 6, 021314 (2019).

M. Saffman, T. G. Walker, and K. Mglmer, “Quantum information with Rydberg atoms”, Rev. of
Mod. Phys. 82, 2313 (2010).

C. J. Ballance, T. P. Harty, N. M. Linke, M. A. Sepiol, and D. M. Lucas, “High-fidelity quantum
logic gates using trapped-ion hyperfine qubits”, Phys. Rev. Lett. 117, 060504 (2016).

P. Wang et al., “Single ion qubit with estimated coherence time exceeding one hour”, Nat. Com-
mun. 12, 233 (2021).

H. Levine et al., “High-fidelity control and entanglement of rydberg-atom qubits”, Phys. Rev.
Lett. 121, 123603 (2018).

J. E. Christensen, D. Hucul, W. C. Campbell, and E. R. Hudson, “High-fidelity manipulation of
a qubit enabled by a manufactured nucleus”, npj Quantum Information 6, 35 (2020).

Y. Kondo, M. Ono, S. Matsuzaka, K. Morita, H. Sanada, Y. Ohno, and H. Ohno, “Multipulse
operation and optical detection of nuclear spin coherence in a gaas/algaas quantum well”, Phys.
Rev. Lett. 101, 207601 (2008).

K. D. Petersson, J. R. Petta, H. Lu, and A. C. Gossard, “Quantum coherence in a one-electron
semiconductor charge qubit”, Phys. Rev. Lett. 105, 246804 (2010).

J. R. Petta, A. C. Johnson, J. M. Taylor, E. A. Laird, A. Yacoby, M. D. Lukin, C. M. Marcus, M. P.
Hanson, and A. C. Gossard, “Coherent manipulation of coupled electron spins in semiconductor
quantum dots”, Science 309, 2180 (2005).

T. A. Kennedy, J. Whitaker, A. Shabaev, A. S. Bracker, and D. Gammon, “Detection of mag-
netic resonance of donor-bound electrons in GaAs by Kerr rotation”, Phys. Rev. B 74, 161201(R)
(2006).

A.R.Onur, J. P. de Jong, D. O’Shea, D. Reuter, A. D. Wieck, and C. H. van der Wal, “Stabilizing
nuclear spins around semiconductor electrons via the interplay of optical coherent population
trapping and dynamic nuclear polarization”, Phys. Rev. B 93, 161204 (2016).

M. Sladkov, A. U. Chaubal, M. P. Bakker, A. R. Onur, D. Reuter, A. D. Wieck, and C. H. van
der Wal, “Electromagnetically induced transparency with an ensemble of donor-bound electron
spins in a semiconductor”, Phys. Rev. B 82, 121308 (2010).

D. Press et al., “Ultrafast optical spin echo in a single quantum dot”, Nat. Photonics 4, 367
(2010).

D. Press, T. D. Ladd, B. Zhang, and Y. Yamamoto, “Complete quantum control of a single quan-
tum dot spin using ultrafast optical pulses”, Nature 456, 218 (2008).

A. Greilich, A. Shabaev, D. R. Yakovlev, A. L. Efros, I. A. Yugova, D. Reuter, A. D. Wieck, and
M. Bayer, “Nuclei-induced frequency focusing of electron spin coherence”, Science 317, 1896
(2007).

P. Holewa, M. Burakowski, A. Musial, N. Srocka, D. Quandt, A. Strittmatter, S. Rodt, S. Reitzen-

stein, and G. Sek, “Thermal stability of emission from single ingaas/gaas quantum dots at the
telecom o-band”, Sci. Rep. 10, 21816 (2020).

13




1. Quantum technologies and their material platforms: the potential of SiC

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[771

[78]

[79]

[80]

14

H. Ollivier et al., “Reproducibility of high-performance quantum dot single-photon sources”,
ACS Photonics 7, 1050 (2020).

L. Zhai, M. C. Lobl, G. N. Nguyen, J. Ritzmann, A. Javadi, C. Spinnler, A. D. Wieck, A. Ludwig,
and R. J. Warburton, “Low-noise GaAs quantum dots for quantum photonics”, Nat. Commun.
11, 4745 (2020).

H. Seo, A. L. Falk, P. V. Klimov, K. C. Miao, G. Galli, and D. D. Awschalom, “Quantum decoher-
ence dynamics of divacancy spins in silicon carbide”, Nat. Commun. 7, 12935 (2016).

F. Jelezko and J. Wrachtrup, “Single defect centres in diamond: a review”, Phys. Stat. Sol. (a)
203, 3207 (2006).

M. W. Doherty, N. B. Manson, P. Delaney, F. Jelezko, J. Wrachtrup, and L. C. L. Hollenberg,
“The nitrogen-vacancy colour centre in diamond”, Phys. Rep. 528, 1 (2013).

J. R. Maze, A. Gali, E. Togan, Y. Chu, A. Trifonov, E. Kaxiras, and M. D. Lukin, “Properties of
nitrogen-vacancy centers in diamond: the group theoretic approach”, New J. of Phys. 13, 025025
(2011).

D. M. Lukin et al., “4H-silicon-carbide-on-insulator for integrated quantum and nonlinear pho-
tonics”, Nat. Photon. 14, 330 (2019).

D. D. Awschalom, R. Hanson, J. Wrachtrup, and B. B. Zhou, “Quantum technologies with opti-
cally interfaced solid-state spins”, Nat. Photonics 12, 516 (2018).

J.Baur, M. Kunzer, and J. Schneider, “Transition metals in SiC polytypes, as studied by magnetic
resonance techniques”, Phys. Stat. Sol. A 162, 153 (1997).

N. T. Son et al., “Developing silicon carbide for quantum spintronics”, Appl. Phys. Lett. 116,
190501 (2020).

M. Pompili et al., “Realization of a multinode quantum network of remote solid-state qubits”,
Science 372, 259 (2021).

L. Childress and R. Hanson, “Diamond NV centers for quantum computing and quantum net-
works”, MRS Bull 38, 134 (2013).

M. W. Doherty, N. B. Manson, P. Delaney, and L. C. L. Hollenberg, “The negatively charged
nitrogen-vacancy centre in diamond: the electronic solution”, New J. of Phys. 13, 025019 (2011).

L. Childress, M. V. Gurudev Dutt, J. M. Taylor, A. S. Zibrov, F. Jelezko, J. Wrachtrup, P. R.
Hemmer, and M. D. Lukin, “Coherent dynamics of coupled electron and nuclear spin qubits in
diamond”, Science 314, 281 (2006).

G. Balasubramanian et al., “Nanoscale imaging magnetometry with diamond spins under am-
bient conditions”, Nature 455, 648 (2008).

X. Rong et al., “Experimental fault-tolerant universal quantum gates with solid-state spins under
ambient conditions”, Nat. Commun. 6, 8748 (2015).

A. Dréau, A. Tcheborateva, A. El Mahdaoui, C. Bonato, and R. Hanson, “Quantum frequency
conversion of single photons from a nitrogen-vacancy center in diamond to telecommunication
wavelengths”, Phys. Rev. Appl. 9, 064031 (2018).

A. L. Crook et al., “Purcell enhancement of a single silicon carbide color center with coherent
spin control”, Nano Lett. 20, 3427 (2020).

M. E. Bathen and L. Vines, “Manipulating single-photon emission from point defects in diamond
and silicon carbide”, Adv. Quantum Technol., 2100003 (2021).



References

[81]

[82]

[83]

[84]

[85]

[86]

[87]

[88]
[89]

[90]

[o1]

[92]

[93]

[94]

[95]

[96]

[97]

[98]

C. P. Anderson et al., “Electrical and optical control of single spins integrated in scalable semi-
conductor devices”, Science 366, 1225 (2019).

P. V. Klimov, A. L. Falk, B. B. Buckley, and D. D. Awschalom, “Electrically driven spin resonance
in silicon carbide color centers”, Phys. Rev. Lett. 112, 087601 (2014).

A. L. Falk, P. V. Klimov, B. B. Buckley, V. Ivady, I. A. Abrikosov, G. Calusine, W. F. Koehl, A. Galj,
and D. D. Awschalom, “Electrically and mechanically tunable electron spins in silicon carbide
color centers”, Phys. Rev. Lett. 112, 187601 (2014).

G. Thiering and A. Gali, “Ab Initio magneto-optical spectrum of group-IV vacancy color centers
in diamond”, Phys. Rev. X 8, 021063 (2018).

A. Sipahigil, K. D. Jahnke, L. J. Rogers, T. Teraji, J. Isoya, A. S. Zibrov, F. Jelezko, and M. D.
Lukin, “Indistinguishable photons from separated silicon-vacancy centers in diamond”, Phys.
Rev. Lett. 113, 113602 (2014).

C. Bradac, W. Gao, J. Forneris, M. E. Trusheim, and I. Aharonovich, “Quantum nanophotonics
with group IV defects in diamond”, Nat. Commun. 10, 5625 (2019).

C. Hepp et al., “Electronic structure of the silicon vacancy color center in diamond”, Phys. Rev.
Lett. 112, 036405 (2014).

P. Friedrichs, T. Kimoto, L. Ley, and G. Pensl, Silicon carbide, Vol. 1 (Wiley, Weinheim, 2010).

S. Castelletto, B. C. Johnson, V. Ivady, N. Stavrias, T. Umeda, A. Gali, and T. Ohshima, “A silicon
carbide room-temperature single-photon source”, Nat. Mater. 13, 151 (2014).

K. F. Dombrowski, U. Kaufmann, M. Kunzer, K. Maier, J. Schneider, V. B. Shields, and M. G.
Spencer, “Deep donor state of vanadium in cubic silicon carbide (3CSiC)”, Appl. Phys. Lett.
65, 1811 (1994).

F. Fuchs, B. Stender, M. Trupke, D. Simin, J. Pflaum, V. Dyakonov, and G. V. Astakhov, “En-
gineering near-infrared single-photon emitters with optically active spins in ultrapure silicon
carbide”, Nat. Commun. 6, 7578 (2015).

W. F. Koehl, B. Diler, S. J. Whiteley, A. Bourassa, N. T. Son, E. Janzén, and D. D. Awschalom,
“Resonant optical spectroscopy and coherent control of Cr** spin ensembles in SiC and GaN”,
Phys. Rev. B 95, 035207 (2017).

M. Widmann et al., “Coherent control of single spins in silicon carbide at room temperature”,
Nat. Mater. 14, 164 (2015).

S. A. Zargaleh, S. Hameau, B. Eble, F. Margaillan, H. J. von Bardeleben, J. L. Cantin, and W.
Gao, “Nitrogen vacancy center in cubic silicon carbide: a promising qubit in the 1.5um spectral
range for photonic quantum networks”, Phys. Rev. B 98, 165203 (2018).

T. Bosma et al., “Identification and tunable optical coherent control of transition-metal spins in
silicon carbide”, npj Quantum Information 4, 48 (2018).

A. L. Falk, B. B. Buckley, G. Calusine, W. F. Koehl, V. V. Dobrovitski, A. Politi, C. A. Zorman,
P. X.-L. Feng, and D. D. Awschalom, “Polytype control of spin qubits in silicon carbide”, Nat.
Commun. 4, 1819 (2013).

B. Magnusson and E. Janzén, “Optical characterization of deep level defects in SiC”, Mater. Sci.
For. 483, 341 (2005).

D.J. Christle, A. L. Falk, P. Andrich, P. V. Klimov, J. U. Hassan, N. T. Son, E. Janzén, T. Ohshima,

and D. D. Awschalom, “Isolated electron spins in silicon carbide with millisecond coherence
times”, Nat. Mater. 14, 160 (2015).

15




1. Quantum technologies and their material platforms: the potential of SiC

[99] D.J. Christle et al., “Isolated spin qubits in SiC with a high-fidelity infrared spin-to-photon in-
terface”, Phys. Rev. X 7, 021046 (2017).

[100] P.V.Klimov, A. L. Falk, D. J. Christle, V. V. Dobrovitski, and D. D. Awschalom, “Quantum entan-
glement at ambient conditions in a macroscopic solid-state spin ensemble”, Sci. Adv. 1, e1501015
(2015).

[101] W. F. Koehl, B. B. Buckley, F. J. Heremans, G. Calusine, and D. D. Awschalom, “Room temper-
ature coherent control of defect spin qubits in silicon carbide”, Nature 479, 84 (2011).

16



chapter 2
Physical concepts and experimental
techniques

Localized defects in crystals can to some degree be seen as molecules embedded
in a solid-state matrix. As such, many of the well-established techniques used to
characterize the behavior of molecules can be extended and applied towards un-
derstanding solid-state defects. Experimentally, optical (e.g. photoluminescence)
and spin-resonance techniques — as well as their hybrids — allow us to charac-
terize many of these defects and identify, in practice, their electronic levels and
the associated selection rules for transitions between them. Theoretically, group-
theoretical analyses of the defects’ symmetries have been of core importance to
identify the solid-state defects via comparison with experiments, and to under-
stand their optical, spin, and thermal properties in terms of their microscopic
environment. In this chapter, we present the theoretical and experimental tool-
boxes we use to investigate and understand the spectra of lattice defects in SiC.
Namely, we present a recap on group theory and how the symmetries of a defect
lead to selection rules that help in determining the defects’ microscopic configura-
tion. Furthermore, we introduce different photoluminescence-based experimental
techniques, and how they allow us to investigate different energy scales with in-
creasing resolution, as well as the time-resolved dynamics of spin relaxation.

n order to identify suitable spin-active defects for quantum communication ap-
I plications, the first step is to determine the defects’ electronic structure (that is,
what are the stable configurations of the quantum system and their energies), and
how these defects interact with external influences (electromagnetic fields, applied
strain, lattice vibrations, etc.) [1]. On the one hand, the relevant energy scales for
optical and electronic transitions are determined by the defects’ electronic struc-
ture. One of our goals in this thesis is thus to understand these different energy
scales, and how they influence the relevant spin-related metrics. This may help nar-
rowing down, for instance, temperature ranges where the defect is not disturbed by
phonons in the lattice. On the other hand, identifying possible selection rules for
interaction with electromagnetic fields allows us to identify optimal operation ge-
ometries for qubit control and light-matter entanglement protocols, for example.
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2. Physical concepts and experimental techniques

Localized defects in a solid-state environment can to some degree be seen as
molecules embedded in a solid-state matrix. Some defects disturb the lattice en-
vironment only slightly (for instance, shallow dopants in semiconductor materi-
als, like nitrogen or boron in SiC). These defects’ electronic eigenstates are strongly
mixed with the crystalline delocalized Bloch states. Other defects, however, strongly
break the periodicity of the lattice and disturb the crystalline structure enough to
be (partially) decoupled from the lattice, giving rise to strongly localized electronic
eigenstates whose properties arise from electrons at or neighboring the defect site.
These are the defects of interest in this thesis. Many of the well-established theoreti-
cal (symmetry analysis and first-principle calculations) and experimental (photolu-
minescence, spin-resonance, and their hybrids) techniques used to characterize and
understand the behavior of molecules can be extended and applied towards under-
standing these solid-state defects. Combined, these experimental and theoretical
approaches provide access, in the best-case scenario, to these defects’ microscopic
configuration via their experimental signatures.

In this chapter, we present in a pedagogical way the group theory and experi-
mental techniques that we use in order to study the spectra of defects in SiC, and
how these theoretical and experimental techniques relate to each other. We provide
to the reader a recap of group theory as a way to summarize the set of symmetries
of a certain quantum system. We show how these symmetries result in selection
rules that restrict the possible interactions between the quantum system of inter-
est and its environment. Finally, we introduce the concept of spin and spin-orbit
coupling from a group-theory perspective. We also present different experimental
(time-resolved) spectroscopic techniques, and how each of them allows us to ac-
cess and investigate different energy scales with increasing resolution, as well as
the time-resolved dynamics of spin relaxation.

2.1. Symmetry analysis

Symmetry analysis is a powerful and ubiquitous tool in physics and is used to ex-
plain physical phenomena across all energy scales, from superconductors at mK
temperatures, to high-energy particles. In fact, the conservation laws that govern
classical as well as quantum mechanical behavior (conservation of linear and an-
gular momentum, energy, electrical charge), can each be linked to a different sym-
metry (translation and rotation, time-reversal and global phase invariance, respec-
tively) [2]. The symmetries of a certain physical object consist of the set of opera-
tions that, when acting on this physical object, give a result that cannot be distin-
guished from the original object itself. In the context of molecular and solid-state
systems, the most important symmetries relate to spatial symmetries (translations
and rotations, mirroring operations, space inversion, etc.) or time-reversal symme-
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2.1. Symmetry analysis

tries (if a certain system or physical process remains unchanged if the arrow of time
is reversed) [3—6]. These are the symmetries that we focus on in this section.

The spatial symmetries of lattice defects and molecules determine the orbital
part of their electronic eigenstates, that is, the spatial configuration of electrons
around the core nuclei. Additionally, since electrons are spin-1/2 particles, the full
description of spin-active defects from a symmetry perspective must also take into
account the transformation properties of a spin-1/2. These half-integer spins are
spinors and transform in special ways since, upon a rotation of 360° around any
given axis, these spinors go into minus themselves [3].

These special properties of half-integer spins can be included in our symmetry
analysis of the experimental properties of spin-active defects through the formal-
ism of double groups [3, 6]. However, they do not change the steps we have to
go through to obtain, from the symmetry of a certain defect, the degeneracy of its
energy eigenstates, and the corresponding selection rules. For this reason and for
illustration purposes, we will for now ignore half-integer spins, and focus on sim-
ple spinless spatial point groups. Later on, we will also consider the effect of half-
integer spins through the formalism of double groups (Sec. 2.1.3), including how it
encompasses the coupling of spin and orbital degrees of freedom, and how some
special selection rules arise from the concept of time-reversal symmetry.

2.1.1. Point groups: spatial symmetries

In order to visualize the concepts described in this chapter, we focus on two hypo-
thetical molecules with different degrees of symmetry. We name these molecules,
for simplicity, a low symmetry molecule (LS), and a high symmetry molecule (HS)
(Fig. 2.1(a) and (b), respectively), and we name the atoms composing them by their
colors. The low symmetry molecule is composed of a central pink atom, bound to
four different (blue, indigo, green, and yellow) atoms in a tetrahedral geometry.
The high symmetry molecule, instead, is composed of a central pink atom bound to
three green atoms and a single indigo atom, also in a tetrahedral geometry.

Point group and symmetry operations

The spatial distribution of atoms in these molecules has certain symmetries. Within
the context of group theory, the concept of a point group allows us to summarize
these symmetries systematically. Beyond a formal mathematical definition [6, 7],
this point group is nothing more than a summary of the closed set of symmetry op-
erations that are applicable to the molecule or solid of interest. For example, it is
clear that there is no operation (besides doing nothing) that will preserve the shape
of LS. Thus, the point group that describes the symmetry of LS is C; (in Schonflies
notation), which contains only the identity operation. In contrast, we can operate
on HS in a few different ways and end up with a product that is indistinguishable
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Point group: C;

Symmetry operations
Identity (E)

&>
A

Point group: Cs,

Symmetry operations
Identity (E)

120° rotation (C3)
Vertical mirror plane (a,)

Front view Top view

Figure 2.1: Two hypothetical molecules with different symmetries. (a) The LS molecule, with
four different atoms bound to the central atom, has only one symmetry operation — the identity. The
point group describing its symmetries is the C;. (b) In contrast, the HS molecule has three identical
green atoms and a single indigo atom bound to the central pink atom. Rotating (C; operation) and
mirroring (o, operations) this molecule in different ways gives a result that is indistinguishable from
the original molecule. Thus, the symmetries of this hypothetical molecule correspond to point group
Csy. () Coordinate convention for the discussion of matrix representations (see text).

from the original molecule. For instance, we can rotate it 120° in the clockwise or
counter-clockwise direction around an axis that connects the pink and the indigo
atoms (operations C3’*, where C; indicates a rotation around the three-fold rota-
tional axis, and the superindices indicates that there are two such rotations pos-
sible), or we can mirror it across any mirror plane that contains the pink, the in-
digo and one of the green atoms (operations o4, where g, indicates a mirroring
operation across a plane containing the high-symmetry rotation axis, and the su-
perindices indicate that there are three equivalent mirror planes). Thus, the point
group containing all of these symmetry operations, Cs,, describes the symmetry of
the hypothetical HS molecule.
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2.1. Symmetry analysis

Irreducible representations

The symmetry operations described above correspond to transformations of the
spatial coordinates and, as such, can be represented by matrices [5—7]. For exam-
ple, we can describe the action of the operations of the point group Cs, on a vector
7 = x% + y9 + z2 (according to the coordinate convention in Fig. 2.1(c)) with the
matrices

1 0 0
D(E)=R(0)=|0 1 0], (2.1)
0 0 1
cos(+120°)  sin(+120°) O
D(C3*) = R(£120°) =|—sin(+£120°) cos(+120°) 0|, (2.2)
0 0 1
1 0 0
D(oy**) = R(0°,+120°)[0 -1 0|, (2.3)
0 0 1

where D stands for the matrix representation of a certain operation, and R(8) cor-
responds to a rotation of an angle 6 around the symmetry axis. We notice from
these matrix representations that, when subject to the symmetry operations of this
particular point group, vectors along the Z axis behave differently from vectors in
the xy plane. The component along the Z axis is unchanged upon any operation of
the group Cs,. In contrast, the components along the X and y axes cannot be treated
independently: they are fundamentally connected by the operations €3 and g%,
Mathematically, this property translates into the fact that the matrices presented
in Egs. 2.1-2.3 are block-diagonal. They are all formed by a 2 X 2 matrix acting
on the vector projections in the xy plane, and a 1 x 1 matrix acting on the vector
projection along the 2 axis. These matrices cannot be further reduced: there exists
no similarity transformation that will further diagonalize them. For this reason, we
call them irreducible representations (or irreps, for those who are intimate enough
with them) of the point group C3, [5—7]. These irreps indicate how different objects
(vectors, pseudovectors, operators, etc.) transform when subject to the symmetry
operation of a certain point group.

Transformation matrices analogous to Egs. 2.1-2.3 for pseudovectors (that is,
vectors like the magnetic field, that gain a negative sign under mirroring operations)
can be obtained in a similar way. These show that, whereas pseudovectors in the xy
plane transform similarly to vectors in the xy plane, a pseudovector in the Z direc-
tion does not transform as its vectorial counterpart. Instead, this pseudovector gets
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a negative sign upon a reflection on any of the mirror planes o5>* (that is, it goes
into minus itself). In this way, the point group C;, has three different irreducible
representations: objects that transform like a vector in the 2 direction belong to ir-
rep A, objects that transform as a pseudovector in the Z direction belong toirrep A,
and objects that transform as vectors in the xy plane belong to irrep E. The irreps
A; and A, are non-degenerate, that is, they act on spaces that are one-dimensional.
The irrep E acts on a two-dimensional space, that is, it is doubly degenerate.

In contrast, if we think about the LS molecule and its corresponding point group
C1, the only available symmetry operation is the identity (E), as seen in Fig. 2.1(a).
The matrix representation of this operation on a three-dimensional vector space is
the identity matrix (Eq. 2.1). This representation is already block-diagonal since it
has the same 1 x 1 matrix repeated across the diagonal entries. Thus, with respect to
the symmetry operations of the point group C;, vectors along the £, y or Z directions
transform similarly. This point group has only one irrep, called A;.

The properties of each of these irreps with respect to the point-group opera-
tions are summarized by their characters, or the trace of their matrix representa-
tion, and collected into so-called character tables. These character tables for the
different point groups are extensively tabulated [8], and presented explicitly for
the point group (3, in Tab. 2.1. Using these character tables, we can easily figure
out how different functions transform when subject to the point-group operations.
For example, if we are interested in figuring out how a
function of the product xz transforms under the oper- Table2.1: Character table for the
ations of the point group Cs,, all we have to do is mul- point group Csy.
tiply the irreps A; (describing how z transforms) and Cs
E (which describes how x transforms) by multiplying .
their characters for each point-group operation. This
product, A; ®E, gives as a result the irrep E. Thus, the
product xz transforms in the same way as a vector in | E
the % direction. Finally, the characters of a representa-

12 12,3
(5 op

1 -1
-1 0

E
A 111
1
2

tion also allow us to easily decompose reducible representations — representations
that can be further diagonalized into different subspaces that each transform as an
irrep of the group of interest — into its constituting irreps. For example, the product
of irreps E @ E is reducible, and can be decomposed into a sum of irreps such that
EQE =A; ® A, @ E (see Tab. A.2). The mathematical formalism necessary to
perform this decomposition can be extensively found in group theory books [3—7].

2.1.2. Electronic structure and selection rules

The electronic states of molecules or lattice defects, and their associated energy
levels can, in principle, be self-consistently calculated from the Schrédinger equa-
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tion through first-principles quantum-chemical calculations based on Hartree-Fock
and density functional theory [4, 9, 10]. These calculations provide valuable in-
formation about the microscopic configuration (spatial distribution of core nuclei,
number of paired and unpaired electrons, etc.) of molecules or defects. They may,
however, be computationally demanding (especially if we are also interested in ex-
cited state properties [11]). Especially at the stage when the particular geometry
and charge state of a defect is not yet known, calculating the electronic structure
of all possible configurations to narrow down which ones have the experimentally
observed fingerprints may be impossible. In contrast, group theory allows us to
quickly analyze a wide array of possible defect configurations based on their symme-
tries. This analysis informs us about the number and degeneracy of the electronic
eigenstates and the selection rules for transitions between them [4]. This insight
can be directly compared to experiments to narrow down or determine the possible
microscopic configuration of the defect of interest.

Electronic structure

Let us consider, for example, the hypothetical HS molecule. The spatial distribu-
tion of electron density in HS must have the same symmetry as the molecule it-
self. We can understand this intuitively: the electron density is determined by the
Coulomb interaction between the electrons and nuclei that constitute the molecule.
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If the spatial distribution of the core nuclei does not change when we perform on
the molecule the symmetry operations of the group (€32, o,'>*), neither should the
electron density. Additionally, the electronic eigenstates in this molecule can be
written as linear combinations of the atomic orbitals of its valence electrons (s, p,
d, etc.) in each of the different atoms composing the molecule [4, 5, 9, 12]. Since the
electron density in the molecule has the same symmetry as the distribution of core
nuclei, these linear combinations of atomic orbitals must be symmetry adapted; in
other words, the spatial part of the wavefunctions corresponding to the electronic
eigenstates must transform as one of the irreps of the point group Cs,.

Figure 2.2 shows a graphical representation of some of these linear combina-
tions. Here, we consider linear combinations of the p orbitals on the green atoms.
The p,, p, and p, orbitals have wavefunctions whose amplitude is proportional to
the x, y and z components of the electron position, respectively. Thus, at the origin,
an orbital p, (p,, p,) transforms as a vector along the % (9, 2) direction (similarly,
an orbital d,, transforms as the product of the x and y components). Linear combi-
nations of these orbitals in several atoms may transform differently, however. For
example, from the p, orbitals in the green atoms, we can construct a linear combi-
nation that transforms as A; (is unchanged upon any operation of the point group),
and linear combinations that transform as E (sets of two linearly independent wave-
functions that are fundamentally connected by the operations €3’* and o,,). These
sets of linearly independent wavefunctions connected by the symmetry operations
of the group are equivalent from a symmetry point of view, and thus must have the
same energy. Thus, the degeneracy of an electronic eigenstate corresponds to the
dimension of its corresponding irrep. Finally, a linear combination of p,, orbitals
on the green atoms transforms as A, (the linear combination is unchanged upon
rotations around the three-fold axis, but goes into minus itself when mirrored on
the planes a*?).

One of the shortcomings of this group-theoretical approach is that symmetry
does not tell us the particular energy ordering of the various possible symmetry
adapted molecular orbitals. This means that we cannot, from symmetry consid-
erations alone, determine the energy order of the various wavefunctions depicted
in Fig. 2.2. This information must be obtained from an analysis of the valence of
the various atoms involved, or — more accurately — from first-principle calculations
[10]. In a defect or molecule, the core electrons that participate in bonding have
their spin paired into singlets according to Pauli’s principle. Thus, the ground-state
electronic spin properties in these systems arise (at least in a rough approximation
where we disregard exchange interaction with core electrons) from unpaired va-
lence electrons. We can identify the relevant atomic orbitals for the unpaired elec-
tron spins from the atomic number of each atom constituting the molecule. Once
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Figure 2.3: Selection rules for transitions between various electronic eigenstates of the HS
molecule. We show the operators that can drive transitions between eigenstates of different symme-
tries. The cartoons corresponding to states of each symmetry are intended for illustration purposes and
are not the only states with those symmetries. Transitions between two eigenstates transforming as A,
(or two eigenstates transforming as A, ) can only happen due to an electric dipole moment in the Z direc-
tion. Transitions between a state transforming as A; and a state transforming as A, requires interaction
with an operator that transforms as the magnetic dipole moment in the Z direction. Electric or magnetic
moments in the xy plane can drive transitions between states that transform as A; or A, and states
that transform as E. Finally, electric or magnetic fields in any direction can drive transitions between
eigenstates transforming as E.

that is done, we can obtain the symmetry adapted linear combination of these rele-
vant atomic orbitals, and this tells us the degeneracy and symmetry of the relevant
electronic eigenstates.

Selection rules

Given the symmetry of the eigenstates, obtained as outlined in the previous section,
we can go on to calculate the selection rules for transitions between them. According
to Fermi’s golden rule, the transition rate T;_; (that is, the transition probability
per unit of time) between an initial state |i) and a final state |f) is proportional to
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the matrix element (f|H’|i), where H' is the perturbation responsible for driving
the transition [4, 13]. Explicitly, these matrix elements can be calculated from the
wavefunctions describing the defect eigenstates, such that

(FIH' i) = fv Wi O, O (2.4)

where ; ¢ (7, t) denotes the wavefunction associated with the initial and final states,
respectively, the asterisk corresponds to complex conjugation and the integral is
evaluated over the entire space. In general, the integral in Eq. 2.4 will be non-zero.
However, the fact that the matrix element is calculated from an integral evaluated
over the entire space incurs in some symmetry-based restrictions that lead to iden-
tically zero matrix elements in some cases. If the product {7 (7, t)H'; (7, t) does not
contain a part that transforms as the fully symmetric representation A4, it will be
identically zero. Looking at Fig. 2.2, it is evident that functions that transform as A,
or E are odd functions of at least one spatial coordinate, and as such their integrals
over the entire space result in zero. In contrast, functions transforming as A; are
even functions of all spatial variables, such that their integral over the entire space
may be non-zero.

In this way, in order to determine if a certain transition is symmetry allowed,
we need to determine how the product (¥, t)H'; (7, t) transforms when we ap-
ply the symmetry operations of the relevant point group. As previously stated in
Sec. 2.1.1, the symmetry properties of this product can be obtained by multiplying
the irreps associated with each one of the terms by each other. Mathematically,
Terimryy = l“;;,f & I'yr @ Iy, where T’ denotes the reducible or irreducible representa-
tion associated with each term.

The symmetry properties of the perturbation H' (I;/) can be obtained by apply-
ing, to the operator on its own, the symmetry operations of the group. In Fig. 2.2,
right column, we show explicitly how the electric dipole moment (d) and magnetic
dipole moment (i) operators transform under the operations of the point group Cs,.
Given the symmetry of these operators and the relevant wavefunctions, we can now
easily determine whether (f|H'|i) is allowed to be non-zero by symmetry. Figure 2.3
presents a summary of the selection rules for electric and magnetic dipole transi-
tions between electronic eigenstates of a molecule or defect with point-group sym-
metry Cs,. Welist, for initial and final eigenstates transforming as each of the irreps
of the point group, which electric or magnetic dipole moments can drive transitions
between the various levels. For illustration purposes, we also present two examples
of wavefunctions transforming as each irrep (one for the initial state, and one for
the final state). From this figure it is clear, for example, that we could never drive
transitions between an eigenstate transforming as A; and an eigenstate transform-
ing as E with an electric field in the Z direction. This is a result of group theory, but
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can be intuitively understood by looking at the illustrated wavefunctions presented.
In order to go from a state transforming as A, into a state transforming as E we need
to shift the electron density in the xy plane, and this is not possible with an electric
field along the symmetry axis. Similarly, an electric field in the xy plane cannot lead
to transitions between two states transforming as A, since in this case, we need to
shift the electron density along the symmetry axis.

2.1.3. Double groups: spin and spin-orbit coupling

Historically, the concept of an intrinsic angular momentum associated with elec-
trons (their spin) arose directly from experimental observations. Explaining the
spectra of various atoms in a magnetic field, or the results of the Stern-Gerlach ex-
periment that measured the deflection of accelerated silver atoms in a magnetic
field, required the assumption that the electron has an intrinsic angular momen-
tum quantized in half-integer multiples of & [9]. It was not until Dirac combined
Schrodinger’s equations with relativistic mechanics, however, that a formal and
generalized description of the spin arose. Dirac’s equations showed that the half-
integer spin is an intrinsic property of various particles, much like electric charge,
and arises directly from relativistic space-time transformations.

Dirac’s equations also showed that the spin is described by a spinor, not by a
vector. This means that a rotation of an angle of 360° around a general axis takes a
spin-1/2 into minus itself [3, 6]. In contrast, a rotation of any vector by an angle of
360° around any axis keeps it unchanged. This fundamental difference means that,
when half-integer spins are present, the simple point-group description developed
in the previous section is not enough to describe the symmetry properties of an
electronic wavefunction. In order to encompass the behavior of half-integer spins,
we must extend the relevant point group by including additionally all of the already
mentioned symmetry operations followed by a rotation of 360° around the high-
symmetry axis. This new, extended group is called a double group, and is denoted
by an upper bar. For example, the double group C;, is associated with the point
group Cs,. Besides the operations E, €3 and ¢,°*?, it also contains the operations
RE, RC31‘2 and Ror*3, where R denotes a rotation of 360° around the C5 axis.

These extra symmetry operations give rise to additional irreps which describe di-
rectly the symmetry properties of half-integer spins. The spin-up and down spinors
associated with a spin-1/2, for example, transform according to the irrep I, of the
double group Cs,. This irrep is doubly degenerate (that is, it has character 2 for the
identity operation), which means that the spins up and down are fundamentally
connected by the symmetry operations of the group. Additionally, the operations
RE, 32631'2 and Ror** have the same characters as the operations E, C31’2 and op%3,

respectively, with a minus sign.
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In the same way as described previously for spinless wavefunctions, we can ob-
tain the symmetry properties of more complex wavefunctions by multiplying the
representations associated with each part. For example, two coupled spin-1/2 par-
ticles give rise to 4 states that are split into a singlet and a triplet. In an environment
that has C5, symmetry, this translates into the fact that two doublets transforming
as I, can be coupled into 4 states such that I, T, = A; D A, D E, where the singlet
state transforms as A,, and the triplet states transform as A, @ E.

Spin-orbit coupling

An electron’s spin interacts with the magnetic fields arising from its orbital motion,
as well as the motion of the neighboring charges, via spin-orbit coupling [3, 4, 9].
This interaction couples spin and orbital variables, and means that the full descrip-
tion of the electronic configuration of a molecule or solid-state defect must consider
the spin, position, and velocity of all charges involved, and how these properties in-
teract with each other. Calculating these spin-orbit coupled wavefunctions ab ini-
tio may be hard and is especially complicated for defects and molecules containing
heavy elements, where relativistic effects and exchange interaction are especially
relevant. The symmetry properties of these wavefunctions, however, are easily ac-
cessible through group theory. If we know how both the spinless spatial part of a
wavefunction and its spin-related part transform, we can multiply their associated
representations by each other to get the symmetry properties of the coupled states
[3].

For a single-electron wavefunction, we can illustrate this easily based on the spa-
tial eigenstates presented in Fig 2.2, middle column. An electron (which can have
spin up or down, and transforms as the irrep I;) in an orbital that transforms as
A, gives rise to two degenerate spin-orbit coupled eigenstates that transform as I,
since A; ® I, = I,. In contrast, an electron in a spatial wavefunction transform-
ing as E gives rise to 4 different spin-orbit coupled eigenstates: two degenerate
states transforming as the doubly-degenerate irrep I, and two degenerate states
transforming as the irreps I's ;. (Although the irreps I'; ¢ are non-degenerate, they
are connected by time-reversal symmetry and must have the same energy if this
symmetry is preserved, see below). Mathematically, this arises from the fact that
EQ®T, =T, @ Iss. Symmetry thus dictates that, when a spin-1/2 particle occupies
a doubly-degenerate orbital eigenstate, an energy splitting may arise that splits the
4 spin-orbit coupled states into two doublets. This energy splitting is a direct result
of spin-orbit coupling.

The selection rules for transitions between the spin-orbit coupled states can
be obtained by simple multiplication of representations, as presented for spinless
wavefunctions in Sec. 2.1.2, but considering the irreducible representations associ-
ated with the spin-orbit coupled states instead.
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Kramers degeneracy
The spinors associated with the up (|T)) and down (|{)) spin states of a spin-1/2
are connected by time-reversal symmetry [3, 6]. Thus, if T denotes a time-reversal
operation, T |T) = [{). This has important consequences for the degeneracy of spin-
orbit coupled states arising from half-integer spins and the selection rules for tran-
sitions between them.

The first consequence is that half-integer spin states must be at least doubly de-
generate in the presence of time-reversal symmetry, an observation mathematically
formalized through Kramers Theorem [14]. If the Hamiltonian H is symmetric with
respect to time-reversal symmetry (that is, if the commutator [T, H] = 0) and the
state [y;) is one of its eigenstates, the state |y),) = T |,) must also be an eigen-
state of H, with the same energy as |y),). For states containing half-integer spins,
[1) # [,). Thus, in the presence of time-reversal symmetry, these states are al-
ways part of degenerate doublets consisting of [i;) and |i,).

Another related consequence is that operators that preserve time-reversal sym-
metry cannot drive transitions between states that are each other’s time-reversal
conjugate, even when these states are no longer degenerate. This can also be un-
derstood based on Kramers Theorem. Let O be a time-reversal symmetric oper-
ator (for example, an electric dipole moment in the Z direction, then [T, 0] = 0.
Thus, the matrix elements of O must obey the conditions (1 |0|Y1) = (P,|0|P,)
and (11 |0|,) = (P,|0]h,)". Since, in the presence of time-reversal symmetry, O
cannot break the degeneracy between the states [i;) and [¢,), then (¥,]|0|y,) =

W2101y,)" = 0.

2.2. Spectroscopic techniques

Experimentally, we can only probe the electronic structure of a molecule or defect
center as it interacts with the external world (our experimental equipment). That is,
if a defect center is in one of its eigenstates and is not disturbed, it does not exchange
energy with our measurement equipment and we can, thus, not measure its energy
levels. We can, however, peak into the electronic structure of these defects by dis-
turbing the system in such a way that it transitions between different eigenstates.
In this process, it absorbs energy from or emits energy into the outside world. The
results of this exchange can be measured, and provide information about the energy
difference between the eigenstates involved in the electronic transition and which
transitions are allowed.

Here, we focus on the optical characterization of ensembles of defects in SiC.
We experimentally investigate how these defect centers interact with (absorb and
emit) photons with near-infrared wavelengths in order to determine their electronic
structure and whether we can, for example, optically initialize the ensemble spins
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into a well-defined spin state. In order to do this, we apply different all-optical
spectroscopic techniques: photoluminescence (PL), photoluminescence excitation
(PLE), two laser spectroscopy, and coherent population trapping (CPT). (In chapter
6, we also use related absorption techniques. These are presented in Sec. 2.3.) Each
of these techniques allows us to investigate a different energy range, and to probe
the energy of optical transition lines with various resolutions. In fact, these two pa-
rameters (resolution and range) are anticorrelated: a measurement with large en-
ergy resolution (that allows distinguishing between two small energy differences),
usually can only cover a narrow energy range. Thus, these different techniques are
highly complementary, and each of them provides unique and valuable information
about the full energy structure of spin defects. In what follows, we present a step-
by-step introduction of these different experimental techniques and what type of
information we can extract from their spectra, based on Fig. 2.4.

2.2.1. Photoluminescence

Of the techniques presented in this chapter, photoluminescence allows us to cover
the widest energy range. In these experiments, we excite the sample with pho-
tons that have energy much larger than the optical transitions of the defects under
study and collect the light emitted by the sample in an energy-resolved manner (see
Fig. 2.4(a), right panel). This collected light is passed through a grating, a prism
(dispersive spectroscopy) or an interferometer (Fourier-transform spectroscopy)
[13, 15], such that its different energy components can be resolved. As a result,
we get a spectrum of the intensity of light emitted by the sample versus its energy,
as shown in Fig. 2.4(a), left panel. The resolution of these measurements can vary
a lot depending on which particular equipment is used to separate the energy com-
ponents of the detected light. For example, in dispersion spectroscopy, where the
light emitted by the sample is diffracted by a grating or prism and then collected
in a CCD camera, the parameters of importance to determine the energy resolution
are the grating density, the distance between the grating and the CCD sensor, and
the pixel density at the sensor [15]. In contrast, in Fourier-transform spectroscopy,
the minimum resolution depends on the path difference in an interferometry setup
(much like a Michelson interferometer) [16]. Table-top setups of both types usually
have maximum energy resolution (in the near-infrared part of the spectrum) on the
order of 0.1 — 0.01 meV.

In order to understand the different features of a PL spectrum, we need to re-
late the measurement and its associated physical processes to the energy structure
of the defects being investigated in more detail. This can be done based on the
schematics of Fig. 2.4(a), right panel. In these schematics, each parabola corre-
sponds to an electronic eigenstate of the defect; upwards, straight arrows indicate

30



2.2. Spectroscopic techniques

excitation whereas downwards, wiggly arrows indicate optical emission. Ground
and optically-excited states have different energies, as indicated by the vertical dis-
placement of the parabolas corresponding to each of these states. Additionally, the
defects’ ground and optically-excited states are characterized by a different set of
configuration coordinates (the horizontal axis). These configuration coordinates
may include but are not limited to the coordinates of the nuclei at or neighbor-
ing the defect center and the defect spin and charge state [5, 11, 13], for example.
Both ground and optically-excited states can interact with localized vibrations, just
like molecules. Thus, ground and optically-excited states are characterized by a
zero-phonon state lowest in energy (represented by the lowest horizontal line in
each of the parabolas in this schematic) followed by a set of phonon-coupled states
higher in energy (represented by the other horizontal lines in the parabolas) [5]. The
strength of optical transitions between eigenstates with different degrees of freedom
(phonon coupling, spin, etc.) can be reduced as compared to optical transitions
between pure electronic orbital eigenstates (Franck-Condon principle, [13]). This
strength may even become zero when the spin/phonon part of the wavefunctions
associated with the initial and final states are orthogonal to each other.

In a photoluminescence experiment, the energy of the photons used to excite
the defects is much larger than the energy difference between ground and optically-
excited states under study. Thus, as a defect in the ground state absorbs a photon,
it ends up in a highly excited band or vibronic state. The defect quickly relaxes non-
radiatively as this excess in energy is transferred to the lattice through vibrations or
collisions with band electrons or holes, for example. Eventually (if the temperature
is low enough), the defect ends up in the zero-phonon optically-excited state, and
the only way in which it can further lose its excess energy is through optical transi-
tions. Thus, from the zero-phonon optically-excited state the defect decays back to
the ground state through the emission of photons.

When the defect decays directly from the zero-phonon optically-excited state
into the zero-phonon ground state, it emits photons into the zero-phonon line (ZPL,
see Fig. 2.4(a), left panel). The zero-phonon line is often broadened by inhomogene-
ity in the sample well beyond the natural linewidth of individual defects, limited
by the optically-excited state lifetime. In the case of measurements on ensembles,
each different defect sits in a different part of the crystal and thus sees a slightly
different electrostatic environment (due to strain, phonons, or charge instability
of other neighboring defects). If the energy of both ground and optically-excited
states is sensitive to electrostatic fields, the energy difference between them will
differ slightly for different defect centers, leading to both temporally and spatially
inhomogeneously broadened ZPL emission. This inhomogeneous broadening of
the optical transitions of the defect centers is an important parameter for quantum
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