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Chapter 1

Introduction

1



2 Introduction

1.1 Electron spin and polarization of light

The electron spin and polarization of light belong to the most fundamental con-

cepts that are used in the physical description of materials and radiation, and

both haven been intensively investigated ever since their discovery. Nevertheless,

our understanding of the behavior spin and radiation –and their interaction– in

materials and devices is far from complete, and modern technology does not yet

use the full potential they offer. This thesis presents research that is part of a

broad field that simultaneously aims at improving this fundamental understand-

ing and realizing proof-of-principle demonstrations of new control schemes and

functionalities that better exploit the electron spin and light polarization.

As often happens, the formal description and the name for spin and light

polarization came later than the first experiments which could not be explained

without these concepts. The name ”polarization” for light was introduced by

Etienne Louis Malus in 1808, while the first scientific description of an effect

due to light polarization (double refraction) was already published by Danish

mathematician Rasmus Bartholin in 1669 [1]. The current understanding of

the phenomenon is formalized together with the electromagnetic theory of light.

The polarization of electromagnetic waves is very widely used. However, optical

communication mostly still uses the detection of light intensity, regardless its

polarization. This means that in the ultimate limit of such an approach we can

transmit one bit of information with one photon successfully transmitted through

a network. It is a great achievement compared to what man could do a hundred

years ago, but if the polarization states of the photon would be included, each

transmitted photon could carry as many bits as one would be able to discriminate

different polarization states. This can give a huge increase in the throughput of

the network without an increase in the modulation frequencies.

The concept of spin was proposed by Uhlenbeck and Goudsmit [2, 3] in 1925,

while the first experiments which needed the spin for their explanation include

the observation of the anisotropic magnetoresistance [4] in 1857, and the famous

experiment by Stern and Gerlach [5] in 1922. In the widespread information

processing with electronics, the role of spin in electrical signals is similar to the

role of polarization in optical signals. Here, information is mostly associated the

presence or absence of charge or an electron current, regardless of its spin. The

utilization of the intrinsic property of electron spin as being a superposition of two

states would upscale one bit of useful information for a transmitted electron to a

continuum. The practical limitation would be set by the ability of the detector
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to discriminate between the different superpositions of spin states.

The quantum description of the interaction of light with matter connects these

two concepts. An optical photon in a coherent superposition of polarization states

is highly suited for transferring quantum information, while it can also have a

selective coupling to the different spin states of conduction electrons in solid

state. Altogether this makes this pair (optical photons and electron spins in

solid state) a very promising candidate for the realization of new information

processing schemes that have been proposed, such as spintronics and quantum

information processing [6].

1.2 Motivation

The research presented in this thesis aimed at improving the understanding of,

and abilities to control the evolution of spin ensembles in solid state systems.

Various fundamental aspects of spin ensemble evolution like dephasing, decoher-

ence, relaxation, diffusion and drift are addressed. All experiments use GaAs or

GaAs/AlGaAs-based semiconductor materials with optical control and readout.

These GaAs-based materials provide interesting test systems since they com-

bine the highest available material quality, a very advanced level of possibilities

for device processing and engineering, and strong optical transitions across the

semiconductor bandgap that obey clear selection rules with respect to optical

polarization and spin.

Such research with GaAs materials has for this reason already a rich history

that goes back to the early days of advanced semiconductor processing about

50 years ago. Optical studies addressing spin were already carried out from the

start, with very impressive results that were for example reviewed in the authori-

tative (and still widely cited) book Optical Orientation in 1984 [7]. Around 1995,

the development [8] of the pulsed optical technique Time-Resolved Kerr Readout

(TRKR, based on the magneto-optical Kerr effect) led to the discovery [9] that

GaAs materials at the metal-insulator transition (due to a level of n-doping of

about 2×1016 cm−3) could show electron spin dephasing times in excess of 100 ns

(about 2 orders of magnitude longer than reported till then). Around the same

time new schemes for spintronics and quantum information processing were dis-

covered [10]. Together, this stimulated further research aimed at understanding

how engineering and controlling the electronic states and electron motion in GaAs

materials and device structures could be used for applying coherent electron spin

dynamics with a long coherence time, or even spin manipulation via interactions
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with the material [10].

The work that is reported in this thesis aimed at answering questions and

realizing proof-of-principle demonstrations at the forefront of this field. The

mentioned TRKR technique is central in most of the experiments. In the course

of this work, several experiments led to observations that pointed out that the

fundamental understanding of the underlying physical mechanisms was –despite

the large body of earlier work– in fact incomplete, or even to observations that

were in conflict with the established descriptions. On these occasions the reported

work aimed at characterizing and understanding these new observations. The

remainder of this Section summarizes the questions that underly the work that

is reported in this thesis. We used a variety of materials and device structures,

with electron ensembles in the form of free bulk populations (3D) and localized

donor electrons (0D). We also used materials with a two-dimensional electron gas

(2DEG) in a quantum well, that were for some studies processed into quasi-1D

wire structures.
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Figure 1.1: Typical example of a Time-Resolved Kerr Rotation trace, with Kerr

rotation angle θK (representing electron spin orientation) as a function of pump-probe

delay t. The oscillatory character directly reflects spin precession about the applied

magnetic field.

Application of the TRKR technique

The mentioned Time-Resolved Kerr Readout (TRKR) technique is a stroboscopic

method that directly measures the electron spin orientation along a certain di-

rection with a time-resolution (about 1 ps) that is smaller than the timescales

that govern the electron spin dynamics in semiconductors. The relevant processes

here include spin precession in a magnetic field, spin dephasing, and electron-hole

recombination. It is an optical pump-probe method with picosecond laser pulses

that are tuned near resonance with transitions across the bandgap. The pump
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pulse induces electron spin orientation along a certain direction in a sample. Af-

ter a controlled delay t a probe pulse is reflected on this sample and the amount

of polarization rotation (angle θK) that occurs during this reflection event is a

direct measure for the amount of spin orientation at that moment. Typical re-

sults of such a TRKR experiment are shown in Fig. 1.1, and results of θK as a

function of delay t = 0 are typically fit with the equation

θK = A exp

(
− t
τ

)
cos

(
|g|µBB

~
t+ φ

)
. (1.1)

In this expression A is the initial amplitude, |g| is the g factor of the electrons,

µB is the Bohr magneton, B is the magnitude of the external magnetic field, ~
is the reduced Planck constant, and τ is the signal decay time. The cosine factor

directly reflects spin precession about the external magnetic field at the angular

Larmor frequency |g|µBB/~, with an initial phase φ.

The format of TRKR signals as in Eq. 1.1 can be used to illustrate the po-

tential of this method, while highlighting at the same time examples where fun-

damental understanding appeared less complete than we anticipated at the onset

of this thesis work. There is in principle a wide range of knowledge available

about the variation of |g| and τ as a function of material composition, quantum

confinement, kinetic energy, donor concentration, etc. This suggests that analysis

of the observed values for |g| or τ can be used to obtain time-resolved informa-

tion about –for example– the location and displacement of electron ensembles in

device structures made of layers with different g factors, such as GaAs/AlGaAs

heterostructures. Our attempts along these lines were successful [11, 12], but also

pointed to gaps in our basic understanding.

A first example of a fundamental aspect that is not fully understood is the

initial phase φ of the electron spin precession in Eq. 1.1. The conventional de-

scription of the TRKR method states that it prepares and detects spin orientation

along the propagation direction of the laser pulses [9], which is typically iden-

tical for the pump and probe beams in a TRKR experiment. However, fitting

of experimental results often requires using a non-zero value for the parameter

φ. This is widely applied, while it is often not clear why the amount of spin

orientation does not show a maximum at the moment of preparation (t = 0). We

could extend such initial observations of nonzero φ values to a study in which we

could fully control arbitrary φ values, in work on ensembles of localized electrons

in GaAs samples with Si doping at very low concentration (donor-bound electron

ensembles, nSi < 1015 cm−3).
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A second example where the field did not yet provide a conclusive picture

concerns the spin dephasing time for localized electrons in this type of material.

The experimental reports differ from each other by as much as two orders of

magnitude [13] and this indicates that it is for many experiments difficult to

point out which electrons (free photo-induced electrons versus localized electrons)

dominate the signal, and that results can depend on the probing method. With

TRKR we looked into this with photon-energy and pump-intensity dependant

measurements of the spin dephasing time.

A third aspect aspect that turned out to be not fully established concerns

the value |g| of the g factor in Eq. 1.1. For example, for bulk GaAs, nearly all

of the established literature and textbooks report −0.44 for the GaAs g factor,

and the fact that it can obtain values closer to zero as a result of band filling,

quantum confinement or excess kinetic energy. However, we observed with TRKR

values as negative as −0.49 in very pure GaAs samples with Si doping at nSi =

2× 1016 cm−3, and could provide new insights for spin dynamics in this material

at the metal-insulator transition.

Despite the fact that our TRKR studies forced us to look into these various

fundamental questions, our work also generated proof-of-principle results which

are potentially valuable for the applied fields of spintronics, and the emerging

science of quantum information processing. These studies are further introduced

below here.

Suppressed spin dephasing for mobile electrons in wire structures

The first part of this thesis presents experiments and numerical simulations on

suppressed spin dephasing for mobile electron spin ensembles in GaAs-based de-

vice structures. Spin dephasing for mobile electrons in GaAs is mainly due to

spin-orbit (SO) interaction [14], which couples the spin precession of an electron

to its motion. We used a GaAs/AlGaAs heterostructure, for which the strength

of this spin-orbit interaction can be highly anisotropic with respect to the direc-

tion of electron motion. Interestingly, it can be engineered at a value close to

zero for electrons that move along the [110] crystal direction. We investigated

whether this could result in suppressed spin dephasing for wires that were nano-

fabricated along this crystal direction (see Fig. 1.2). We considered the case of

quasi-ballistically confined structures where the width of the wire is smaller than

the electron’s mean free path and the spin precession length, but larger than the

width that gives strong quantum confinement. Whether electron ensembles in

this regime (with frequent random momentum scattering within the ensemble)
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could show suppressed spin dephasing was an open question.

Figure 1.2: (a) Scanning electron microscope image of a GaAs/AlGaAs heterostruc-

ture with parallel wires of about 1 µm width processed in its top layer. Such samples

were used for investigating a suppression of spin dephasing for mobile electrons in wires

structures.

Spin-orbit interaction occurs when an electron is moving in an electric field,

which, due to Lorentz coordinate transformation, acts on the electron spin as

an effective magnetic field. The nett effect for materials with a centrosymmetric

crystal structure averages out, while the lack of such symmetry (typically the

case for III-V semiconductors with a zincblende crystal structure) complicates the

issue. In a material like GaAs it results in the presence of SO interaction which

is determined by the crystallographic symmetries (Dresselhaus SO term [15]). If

the band structure of the sample is modified such that its inversion symmetry is

broken, an additional SO term will arise (Rashba SO term [16]). This occurs for

example at the interface between to different layers, and is therefore relevant for

quantum well systems. Together, these effects give an anisotropic SO interaction,

which results in an enhanced dependency of spin precession on the motion of an

electron.

Within this picture the random motion of electrons in an ensemble leads to

rapid dephasing of the ensemble-averaged spin orientation. This is known as the

D’yakonov-Perel’ (DP) spin dephasing mechanism [17]. Wires with strong quan-
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tum confinement, which allows electrons to move only in one direction, would

suppress this DP dephasing, but the technical realization of such wires is in prac-

tice of little use since a weak level of disorder leads to strong electron localization.

Our experimental study successfully demonstrated that the suppressed spin de-

phasing persists for mobile electrons with quasi-ballistic confinement. In this

case, there is no quantization of the k vector in the transverse wire direction, but

there is much more frequent scattering for electrons moving in this direction (on

the system’s edges) than for electrons moving along the wire. We studied the

limits of this effect and possible implications for mesoscopic spin transport. In

addition, we studied the difference between quasi-ballistic confinement for 2DEG

and bulk electron ensembles. We support our experimental studies with numeri-

cal simulations.

These results can be extended to any other material with lack of inversion

symmetry in the crystal structure, and are thus valuable for a wider scope of

research in semiconductor spintronics.

Spin preparation and detection for localized electron spins

The second topic addressed in this thesis is related to obtaining fully quantum co-

herent behavior for the interaction between electron spins and optical preparation

and detection pulses. A roadmap for the field that studies quantum computation

[6] discusses several possible implementations, and systems that have a natural

way for coupling optical photons to stationary quantum bits (qubits) have an

advantage if one aims to combine quantum computation with quantum commu-

nication. Besides the typical examples for this from the field of atomic physics,

there are also several solid state systems that support a direct link between the

quantum states of an electron spin and the polarization state of an absorbed or

emitted photon. We focused on a few of the basic requirements in a research

line that aims to realize quantum information processing with optical photons as

mediators of information and electron spins as quantum registers. As for classical

computation, these basic requirements concern the ability to prepare, manipulate,

and detect the state of a computational bit fast and reliably [18].

In our study the stationary qubit was formed by the spin state of a donor-

bound electron, localized at a Si donor site in low-doped n-GaAs (D0 system).

These were addressed as a homogeneous ensemble. Earlier studies already demon-

strated a long spin coherence time (> 20 µs) for this system, in combination with

the ability for ultrafast all-optical spin manipulation [19, 20, 21, 22, 23]. However,

the spin preparation and spin detection were implemented via optical pumping,
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photo-luminescence or spectroscopic techniques which are relatively slow. Prepa-

ration and detection with picosecond laser pulses was believed to be very difficult,

given the complexity of the optically excited state that is addressed for such op-

tical interactions. This optically excited state has several sub-levels with energy

splittings that are smaller than the spectral width of short laser pulses, and this

could hamper coherent spin preparation. However, our attempts to characterize

the spin dephasing times for D0 systems with TRKR showed robust spin prepa-

ration and detection, and this initiated more detailed studies in this direction.
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Figure 1.3: (Color) Bijective mapping of optical polarization states onto spin states.

(a) Bloch-sphere representation for the electron spin. (b) Poincaré-sphere represen-

tation for optical polarization states. The common symbols in (a) and (b) illustrate

the bijective mapping that was operated during the preparation of D0 spin states with

picosecond laser pulses.

In this research, we focused on finding the right conditions for robust picosec-

ond spin preparation and detection, with a bijective mapping of the quantum

states of optical polarization onto D0 spin states and vice versa (see Fig. 1.3).

Earlier work by Kosaka et al. had already explored this concept for non-equilibrium

photo-electrons, where the coherence time for the electron spin was limited by

electron hole recombination [24, 25]. We explored how this concept could be ex-

tended to spins of localized donor electrons in GaAs, which can show much longer

coherence times. In particular, earlier work on D0 systems already demonstrated

a ratio between the coherence time [22] and manipulation time [21] in excess of

107. Our work added picosecond preparation and detection to the available oper-

ations for D0 spins. We thus expand a set of tools with a ratio between coherence

time and operation time in excess of 107. Achieving such a high ratio is one of
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the essential steps on the roadmap for quantum computation research [6], since

this is essential for investigating quantum error correction schemes. While our

work thus brings us further on this road, we could not yet confirm that our new

preparation and detection scheme is equivalent to a fast projective measurement,

as is assumed in much of the theory for quantum error correction [18].

Time-resolved study of the Landé g factor

The third and final part of this thesis concerns a detailed study of the earlier

mentioned observation of g factor values in bulk GaAs as negative as −0.49,

while most of the established literature assumes g = −0.44. The value −0.44 was

reported for low temperature (4.2 Kelvin) and low electron density by Weisbuch

et al. (Ref. [26]) from 1977, and most references to the GaAs g factor value build

on this seminal work.

The g factor governs the frequency of spin precession (angular Larmor fre-

quency ωL) in an external magnetic field B. For a free electron the g factor value

is very close to 2 (in fact 2.0023193043622 with an uncertainty of 1.5 ·10−12). For

electrons in a material it is altered by spin-orbit interaction. In the case of GaAs

conduction electrons this is a strong effect, which even changes sign of the g fac-

tor (leading to the opposite direction of spin precession). A closer look reveals

that the g factor does not have a fixed single value, but that it can be anisotropic

[27, 28] and that it varies as a function of parameters like temperature and photo

excitation density [29]. With the development of new time-resolved techniques it

became possible to study the g factor in more detail [30], but the field is still not

showing concencus on the values of this material parameter.

We used TRKR for a time-resolved analysis of the g factor values, as its value

may change during kinetic energy relaxation of an electron. We also observe a

connection between the background doping concentration and g factor values, and

compared studies on n-GaAs samples where the donor states form a band with

ultra-pure GaAs sample with extremely low levels of intentional n-doping. For

all these materials we investigated the influence of the experimental conditions

(power of optical pumping, laser wavelength etc.) on the apparent value of the

g factor. This work showed that the g factors can indeed have a drifting value

during transient TRKR signals, and that the values −0.49 < g < −0.44 only

occur for low-energy electrons in samples where the donor states form a band.
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1.3 Outline of this thesis

The presentation of this research is organized as follows. Chapter 2 gives a sum-

mary of the physical concepts that play a role, such as the optical selection rules

for GaAs. This chapter also presents the experimental methods and the setup

for TRKR measurements that was used in all of the experiments.

Chapters 3 till 5 are devoted to the experimental and numerical studies of

suppressed spin dephasing for mobile electrons in 2DEG and bulk GaAs wire

structures. Chapter 3 reports the experimental studies. The work compares

the spin dephasing time for electrons in wires oriented along different crystal

directions and for unconfined electrons in the same material, in external magnetic

fields that range from 0 to 7 Tesla. The results show a suppressed spin dephasing

for wires along the [110] crystal direction at low fields. Notably, the effect was

observed both for electrons in a 2DEG layer and for photo-excited electrons in a

bulk layer.

Chapter 4 describes results from a numerical study of the suppressed spin

dephasing for 2DEG electrons in quasi-1D wires. The model assumes 2DEG

electrons which are laterally confined in an elongated strip of 1 µm width and

200 µm length (similar dimensions as the wires that were studied in the experi-

ment). The electrons freely move inside the strip, and reflect on the walls. Inside

the strip elastic scattering occurs with a probability that is determined by the

mobility of the 2DEG. Between the scattering events the spin of each individual

electron precesses about a field that is the sum of the external magnetic field and

the spin-orbit field, which depends on the direction of electron motion. Thus, we

can study how the ensemble-averaged spin orientation evolves and dephases as a

function of time. To explore the limits of dephasing anisotropy and suppression

of spin dephasing in such wire systems we vary the strength of the spin-orbit

fields and the degree and orientation of the confinement.

In Chapter 5 we present a numerical study that explores the possibility of

observing a similar suppression of spin dephasing for electrons that are ballisti-

cally confined in a wire of bulk GaAs material. The approach is similar as for

the 2DEG case, but now the electron ensemble is contained in a box of 1 µm

by 1 µm and 200 µm length. This modeling aims at providing an explanation

for the observation of suppressed spin dephasing for electrons in a bulk GaAs

layer in our experiments with wire structures, which was an unexpected result.

We extend this study to exploring the difference between ballistic confinement of

2DEG electrons and photo electrons in a bulk layers. We find that wires of bulk
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GaAs material can indeed also show suppressed spin dephasing, and this extends

the prospects for using thin bulk layers for realizing spin transport in spintronic

device structures.

Chapter 6 reports the experimental results on the preparation and detection

of spin states of localized electrons (D0 systems) with picosecond laser pulses.

By addressing resonant transitions of the Zeeman-split D0 spin states to a donor-

bound exciton state (D0X) with the TRKR technique we could prepare the D0

spins in a state that is purely determined by the polarization of the preparation

pulse: The mapping between the Poincaré-sphere for optical polarization statea

and the Bloch-sphere for the electron spin state is bijective (Fig. 1.3). In com-

bination with optically controlled spin echo [22] our results give prospects for

achieving a 107 ratio between coherence and operation time for qubits that are

based on D0 spins.

The final chapter, Chapter 7, presents our experimental results on charac-

terization of the apparent g factor values which can be observed with TRKR

measurements. We apply it to n-doped GaAs samples in a wide range of Si

donor concentrations, from very low (3× 1013 cm−3) to metal-to-insulator tran-

sition concentrations (2 × 1016 cm−3). We show that the g factor dependence

on pump power has a very different character for samples where the donor con-

centration is sufficiently high for forming a donor band, as compared to samples

with lower donor concentrations. For obtaining time-resolved information about

the g factor we apply a wavelet analysis to the experimental TRKR data. This

analysis was used for demonstrating how relaxation of the electron kinetic energy

influences the apparent g factor.
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Chapter 2

Optical excitation and detection of

electron spin coherence

Abstract

The present chapter introduces several of the physical and experimen-

tal concepts that are central in the investigations that are reported

later in this thesis. The research used ultrafast optical excitation

and detection of electron spin coherence, with readout based on the

magneto-optical Kerr effect. This approach has its foundations in

the spin-selective interactions between polarized light and electronic

states in semiconductors. The chapter ends with an overview of the

experimental setup and techniques that were used, with a discussion

of several practical considerations.

15
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2.1 Introduction

Light and matter interact in many ways. For example, for light in the visible

range, some materials are transparent (glass), some are shiny (metals), while

some others have color (natural oil is black). All these effects are also present for

the wavelengths of light which are not visible for human eye. In this chapter we

focus on the interaction of near-infrared light with GaAs-based structures. This

involves optical transitions across the band gap of this material, and the physical

processes accompanying the excitation of electrons between these bands.

2.2 Optical transitions and selection rules

Interband optical transitions in solids give a broad continuous absorption spec-

trum, in contrast to the absorption spectrum of isolated atoms which consists of

discrete lines. In semiconductors there is a threshold for absorption due to the

band gap, which is the gap between the valence band and the conduction band.

The excitation of an electron from a valence band state to a conduction band

state leaves an unoccupied state in the valence band, which is best described as

the creation of a hole. Effectively the interband absorption process creates an

electron in the final state and hole in the initial state and this may be treated

as the creation of an electron-hole pair. Such an electron-hole pair can only be

created in case the excitation photon energy ~ω = Eg, where Eg is the band gap.

A small modification to this rule comes from the fact that the electron-hole pair

can be created in the form of an exciton, where the electron and hole are in a

bound state with binding energy EX . Such excitons can be created when the

excitation photon energy ~ω = Eg − EX .

The strength of an optical absorption is determined by the quantum mechan-

ical transition rate Wi→f for exciting an electron from an initial state | i〉 to a

final state | f〉. This transition rate is given by Fermi’s golden rule:

Wi→f =
2π

~
|M |2 g(~ω) (2.1)

The transition rate is determined by two factors: the matrix element M and

the joint density of states g(~ω). While both are important to have a non-zero

transition rate and therefore absorbance, their presence in this formula has a

different physical meaning. A non-zero joint density of states for a certain ~ω
means that there are states which have energy difference equal to ~ω. This is
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automatically satisfied if the photon energy of the optical field is equal to the

energy difference between electronic states in the two bands.

The origin of polarization-dependant optical selection rules is contained in the

matrix element:

M = 〈i | H ′ | f〉 (2.2)

Here H ′ is the Hamiltonian term that describes the perturbation by the optical

field that is applied to the system. In the dipole approximation H ′ = e~r · ~E0,

where ~E0 is the electric field of the excitation light and ~r the electron position. For

obtaining the selection rules for the optical transitions it is useful to describe the

electron quantum states and the polarization states of light in terms of spherical

harmonics Y ±ml , where m and l are the quantum numbers of the state. In this

notation l refers to the orbital momentum quantum number and m represents

the momentum projection quantum number [1].

This approach reveals that the angular parts of the electronic Bloch wavefunc-

tions determine which transitions have non-zero values when evaluating equation

(2.2), and this governs the selection rules: For electric-dipole allowed transi-

tions ∆l = ±1 and ∆m = ±1 or 0. Generally speaking, other processes such

as magnetic-dipole and electric-quadrupole transitions are also be possible, but

their transition rates are typically much smaller and in the systems under consid-

eration for this thesis they are mostly negligible. Using optical transitions, it is

possible to create spin polarization in the material. This process is called optical

orientation and it has been extensively studied theoretically and experimentally

[2].

2.2.1 Optical orientation of conduction band electrons in

GaAs

GaAs and GaAs-based heterostructures are the most widely applied material in

optical studies of semiconductors [3]. The band structure of GaAs near the Γ-

point (electronic wavenumbers near k = 0) is shown in Fig. 2.1. The energy bands

are here parabolic with an effective mass for the electrons in the conduction band

that is much smaller than that of the holes in the valence band. The band gap

at T = 0 K is Eg = 1.519 eV and the split-off band is separated from top of

the valence band by ∆ = 0.34 eV. During the transitions between the bands, the

electronic wavenumber k does not change since the photon momentum us much

smaller than the electronic momentum values.
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Figure 2.1: The band structure of GaAs near k = 0. In this diagram the energy

E = 0 is assigned to the top of the valence band, and E = Eg then corresponds to

the bottom of the conduction band. Four bands are shown: the electron conduction

band (e), the heavy hole band (hh), the light hole band (lh) and the split-off band

(so). Transitions 1 and 2 are from the heavy hole and light hole bands, respectively.

Transitions from the split-off band are possible, but not relevant for the work in this

thesis (therefore not shown). Figure adopted from Ref. [4].

Optical orientation of conduction electrons in GaAs

The selection rules for optical transitions from heavy-hole states and light-hole

states to conduction band states in bulk GaAs are summarized in Fig. 2.2. In

a geometry where the spin quantization axis is parallel to the light propagation

a photon with right circular polarized light σ+ (positive helicity) carries an an-

gular momentum of +~ in the direction of light propagation, and a left circular

polarized photon σ− (negative helicity) carries an angular momentum of −~.

Consequently, with –for example– σ+ light the only allowed transitions are those

that change the electronic angular momentum with 1 ·~. This yields two allowed

transitions, for which the strength (amplitude of the matrix element) differs a

factor 3 (the -3/2 to -1/2 transition is 3 times stronger then the -1/2 to +1/2

transition). Accounting for this difference in transition strength, we can calculate

the spin polarization P for electrons in the conduction band that results from

excitation with σ+ light:
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CB

VB

σ+ σ+

+1/2-1/2

-1/2 +1/2

-3/2 +3/2
HHHH LHLH

+1/2-1/2

-1/2 +1/2
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HHHH LHLH

σ– σ–

a) b)

Figure 2.2: The selection rules for interband transitions in GaAs for σ+ (a) and

σ− (b) polarizations of light. The conduction band (CB) states have s1/2 character

(j = 1
2) and are labeled with m = ±1

2 . The highest valence band (VB) states have

p3/2 character (j = 3
2), and are labeled with m = ±3

2 (heavy holes) and m = ±1
2 (light

holes). The dots above the conduction band states indicate the strength of the non-zero

transitions. The transitions from the split-off band are not shown.

P =

∣∣∣∣n↑ − n↓n↑ + n↓

∣∣∣∣ =
1

2
(2.3)

In the case of GaAs structures with confined electronic states (as for example

a quantum well system) the degeneracy between the heavy holes and light holes

for k = 0 is lifted and the energy needed to excite transitions starting at these

levels will no longer be the same [5]. However, the polarization selection rules

and the relative transition strengths do not change.

This technique can be used with an external magnetic field (setting the spin

quantization axis) parallel to the propagation direction of light. This is known as

the Faraday geometry, and in this case the optical orientation technique creates

spin polarization that is aligned with the spin-up and spin-down quantization.

In this thesis, we mostly report work with a magnetic field (again setting the

spin quantization axis) orthogonal to the propagation direction of light. This

is known as the Voigt geometry. With ultrashort laser pulses (which have a

Heisenberg uncertainty in the photon energy that is larger than the electronic

Zeeman splittings), the optical selection rules during the pulse can be applied

along the quantization axis that is defined by the propagation direction of light

(x-direction). Consequently, optical orientation then results in spin polarization

into a well-defined state that is orthogonal the magnetic field (z-direction). Such
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states are coherent quantum superpositions of spin-up |↑〉z and spin-down |↓〉z.
For example, the state |↑〉x =|↑〉z+ |↓〉z and |↓〉x =|↑〉z− |↓〉z. In this case there

is spin coherence, and the spins start to precess about the applied magnetic field

as soon as they are prepared in the spin-oriented state.

In this description, optical orientation is created for non-equilibrium carriers

in the conduction band which will disappear again at the electron-hole recombina-

tion rate. For a pure intrinsic GaAs sample the spin coherence can not live longer

than the electron-hole recombination time (which is about 300 ps for bulk GaAs

at low temperature). The spin coherence can live longer if there is a mechanism

for transfering the spin coherence to longer lived states. An interesting example

of this can occur with low-doped n-GaAs materials [6]. In that case electron-hole

recombination can occur with the electrons that were already present from dop-

ing, such that a fraction of the spin orientation can now live much longer than

the electron-hole recombination time.

As a general rule for the experiments on n-GaAs the hole spin coherence is

much shorter lived than electron spin coherence (due to valence band mixing [7])

and therefore does not contribute significantly to the electron spin signal.

Λ-scheme with localized electrons in n-doped GaAs

The optical generation of spin polarization in semiconductors is not limited to

the generation spin polarized electrons in the conduction band. In the case of n-

doped GaAs with donor concentrations below 1015 cm−3 the the donor electrons

are at low temperature localized at the donor sites (D0 systems). We used such

materials with Si dopants. At these low doping concentrations the wave-functions

of neighboring donor electrons do not overlap. This allows to treat these electrons

as en ensemble of non interacting electrons in hydrogen-like orbits, which have a

1s-type ground state at 5.8 meV below the bottom of the conduction band.

In the presence of a magnetic field this two-fold degenerate (due to spin)

ground state of the D0 electron will be split by EZeeman = geµBB, where ge ≈
−0.42±0.02 [8, 9] is the g factor of the D0 electron in GaAs, µB = 5.79·10−5 eV/T

is the Bohr magneton and B is the magnitude of the external magnetic field.

These D0 systems have a hydrogen-like excitation spectrum to states as 2s,

2p etc., but these excitations have small energies on the order of the 5.8 meV

ionization energy. However, they also have localized optical excitations. This

concerns a transition to a complex with an electron-hole pair bound at the donor

site in addition to the original electron. This is the donor-bound trion system

(D0X system, often also referred to as the neutral donor-bound exciton complex).
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The D0−D0X optical transition has an energy that corresponds to the band gap

minus the exciton binding energy and the binding energy between the exciton

and the D0 system (this energy description neglects the fine structure).

The D0 to D0X transitions in the presence of a magnetic field form a three

level (Λ-type) system (see Fig. 2.3) which is an interesting platform for optically

manipulating the quantum coherence between the |↑〉 and |↓〉 states of the D0

electron.

…
|e

|↑

D0X

D0-1s |↓

V

|e’

H

Figure 2.3: Energy levels of the D0 − D0X system and optical transitions which

correspond to the excitation of a donor-bound exciton D0X, in an external magnetic

field. The D0 system is a localized donor electron with a ground state in the form

of a hydrogen-like 1s orbital. There is a Zeeman splitting between its two spin states

|↑〉 and |↓〉. The D0X complex consists of an exciton that is bound to the D0 system

and has multiple levels. In a magnetic field, the lowest level | e〉 couples to the D0

spin states with transitions that couple to orthogonal optical polarizations. V stands

for vertical (linear polarization along the direction of the external magnetic field) and

H stands for horizontal (linear polarization orthogonal to the direction of the external

magnetic field)

Polarization dependent transmission spectroscopy on D0 systems [10] revealed

that transitions from |↓〉 and |↑〉 to the lowest level | e〉 of the D0X complex couple

to orthogonal optical polarizations. In the basis where spin quantization axis is

linked to the direction of the external magnetic field and with light propagation

orthogonal to the external magnetic field (Voigt geometry) the transitions of

interest couple to two orthogonal linear polarizations: The transition from |↑〉 to

| e〉 couples to horizontally polarized light (perpendicular to the magnetic field

direction) and the transition from |↓〉 to | e〉 couples to vertically polarized light

(along the magnetic field direction).
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It has been shown that within this system it is possible to achieve control

over the D0 spin state by using coherent population trapping (CPT) [11] and

electromagnetically induced transparency (EIT) [10]. Fast manipulation of the

D0 spin state was also shown by using red-detuned optical pulses [8].

While the application potential for such three-level Λ-type systems for quan-

tum information purposes and non-linear optics is well established for atomic

ensembles [12], this particular semiconductor implementation of a three-level sys-

tem received less attention till now. The complexity of the excited state complex

(Fig. 2.3) allows one to use the developed techniques and methods for three-level

systems only in the limit where the spectral width of the control fields is smaller

then the level splittings in the D0X complex. This strongly limits the spectral

width of the excitation light and practically prohibits the use of ultrashort (pi-

cosecond range) laser pulses for preparation and readout of the D0 spin state

with the TRKR technique. In Chapter 6 we review this statement and provide

experimental results which show the contrary. The combination of ultrafast (pi-

cosecond) spin preparation and the previously developed techniques for ultrafast

spin manipulation gives the donor-bound electron system a great prospect for

being used as a platform for quantum information schemes.

2.3 The Kerr effect

The Magneto-Optical Kerr Effect (MOKE) is one in a family of magneto- and

electro-optical effects where applying a magnetic or electric field to a material

turns it optically active (affecting the polarization of transmitted and reflected

light). The same effects can occur due to a polarization which is present in the

material itself. These effects are known since 19th century, but got renewed atten-

tion with the development of ultrafast pulsed Ti:Sapphire lasers, which made it

possible to study the magnetization dynamics and spin polarization dynamics on

very short timescales. For this purpose the Kerr effect and Faraday effect are the

two most used at this stage in the scientific community. They are complementary,

since the Kerr and Faraday effect are associated with reflected and transmitted

light, respectively. Depending on the sample structure (total transmission of the

sample) one of them will be preferable. The experiments described in this the-

sis used the Kerr effect for a time-resolved study of electron spin coherence in

GaAs-based materials.

For analysis of the Kerr effect is it useful to distinguish three different geome-

tries, which depend on the relative orientation of the incident (probing) light and



2.3 The Kerr effect 23

the magnetic moment ~M in sample. They are presented in Fig. 2.4.

z

x
y

M

M = M  xxk kreflected

(c)(b)

M

M = M  yyk kreflected

(a)

M

M = M  zzk kreflected

Figure 2.4: The three different geometries that are considered for describing the

magneto-optical Kerr effect. (a) Polar. (b) Longitudinal. (c) Transverse.

We will concentrate on the Kerr effect where probing occurs with light that is

initially linearly polarized. The optical activity induced by the Kerr effect results

in a rotation of the polarization of light during the reflection on the sample.

This is often called Kerr rotation and quantified by the Kerr rotation angle Θk.

In principle the Kerr effect can also change the degree of ellipticity of the light

polarization. Both effects together can be described by the complex Kerr rotation,

and is then represented in the following form:

Φ̃k = Θk + iΨk (2.4)

Here Θk is the orientation angle of the polarization ellipse and Ψk is the ellipticity

angle (see the inset in Fig. 2.5).

For an arbitrary incidence angle φ the three different measurement geometries

(as shown in Fig. 2.4) give the following real Kerr rotations Θs,p
k (for details see

the Ref. [13]). The expression are given for the s or p polarizations (where p is

linear polarization parallel to the plane that is defined by the direction of light

propagation and a vector normal to the reflecting surface, and s is orthogonal to

p):

(i) The polar Kerr effect:

Θs,p
k = Im

η2
[√

η2 − sin2φ∓ sinφ tanφ
]

(η2 − 1) (η2 − tan2φ)
·Q

 (2.5)

(ii) The longitudinal Kerr effect:
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Θs,p
k = Im

η2 sinφ
[
sinφ tanφ±

√
η2 − sin2φ

]
(η2 − 1) (η2 − tan2φ)

√
η2 − sin2φ

·Q

 (2.6)

(iii) The transverse Kerr effect (results only in the intensity change):

δp =
∆I

I
= −Im

(
4 η2 tan φ

(η2 − 1) (η2 − tan2φ)

)
(2.7)

Here η = n2/n1 is the ratio between the complex refractive index of the two

adjacent media. The upper sign is for the case of probing with light that has s

polarization and the lower is for the case of p polarization. Q is the magneto-

optical parameter (or Voigt parameter), which proportional to the magnetization

or spin polarization. The ellipticity angles for the polar and longitudinal geometry

can be obtained from Eq. (2.5) and Eq. (2.6) by taking the real part (Re) instead

of the imiginary part (Im). Since |η| > 1 and φ is small for the experiments

described in this thesis, one can see that the polar Kerr effect is the strongest

and the longitudinal effect is the weakest one.

The above discussion of the Kerr effect is presented in terms of a generic

macroscopic magneto-optical parameter Q, in a formalism that is useful for as-

sessing the magnitude of the various Kerr signals that can be obtained in different

geometries. For the studies in this thesis, however, it is useful to describe here the

link to a microscopic picture that relates to the optical transitions in Fig. 2.2. In

this picture [2], measuring the rotation from the polar Kerr effect with an initially

linearly polarized light pulse is equivalent to measuring an unequal filling of the

spin-up and spin-down conduction bands. That is, such an unequal filling gives

rise to a difference in the absorption coefficient for σ+ (a) and σ− laser light that

is near resonance with transitions to these states. Through the Kramers-Kronig

relation, this also gives rise to a difference in the refractive index for σ+ and

σ− light. Such a difference in the refractive index gives a rotation of the linear

probe polarization upon reflection on an interface of the sample, given that the

linear polarization is a superposition of for σ+ and σ− light. This picture helps

to visualize the process, while for the full understanding of the measured data

incorporation of all optical effects which may occur in the sample is important.

The observed Kerr rotation angle is changing sign when tuning the probe laser

from red detuned to blue detuned with respect to exact resonance on a certain

optical transition, and it is in fact zero when tuned to exact resonance. When
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detuning it further (either red or blue) the Kerr rotation goes to zero, since the

interaction strength of light and matter is decreasing [13]. Semiconductor systems

often have a continuous band of optical transitions rather than a spectrum with

isolated optical transitions. However, since the transitions near the band edge

dominate the optical response this dependence on detuning is also observed in

most III-V semiconductors systems.

2.4 Balanced polarization bridge

The typical value of the observed Kerr rotation angle in experiments that probe

spins near the bottom of the conduction band in III-V semiconductors is on the

order of tens of micro-radians. Although the absolute value of the Kerr angle is

less important and the time evolution of it is the focus of the current study, it is

crucial to have the necessary precision in the experimental setup.

The most precise method for measuring the rotation of the polarization plane

of light is based on a balanced photodetector scheme (also known as polarization

bridge). It allows to separate the measurement of ellipticity and rotation and it

is (in first order) linear to the spin polarization (magnetization) in the sample.

Figure 2.5 schematically shows the setup with balanced photodetectors used

for measurement of polarization rotation. The beam of light after reflection on

the sample is split into two beams with orthogonal polarization with a Wollaston

prism, such that each detector only detects the s or p component (in the basis

linked to the Wollaston prism). The λ/2-plate before the Wollaston prism is

rotating the polarization of the light such that in the basis of the Wollaston

prism the s and p components have the exact same intensities if there is zero spin

polarization in the sample. This procedure of balancing the detection scheme is

done before any spin polarization is induced in the sample. Using the λ/2-plate

for balancing is very practical since it allows balancing the detector contributions

while the optical paths of the beams remain unchanged (so that the alignment

of the setup remains untouched and intact).

In the absence of spin polarization in the sample along the direction of light

propagation (the component of spin polarization to which the light is sensitive

for the polar Kerr effect) the difference between the signals from both detectors

is now zero. The intensities of light in the two beams to the detectors become

different when there is spin polarization in the sample.

When only accounting for the polarization change in light that is linear with

the amount of spin polarization in the sample, the complex Kerr rotation can be
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Figure 2.5: Schematic drawing of the polarization bridge with balanced photode-

tectors. The probe beam (initially linearly polarized) acquires a Kerr rotation and

ellipticity due to interaction with a spin polarized region in the sample (S). The half-

wave (λ/2) plate brings the polarization to the basis of a Wollaston prism (WP), in

which the photodetectors give a balanced signal for zero spin polarization in the sample

(i.e. zero signal after subtraction).

described with a rotation matrix R in the Jones formalism for describing light

polarization [14]:

R =

(
cos Φ̃k −sin Φ̃k

sin Φ̃k cos Φ̃k

)
(2.8)

where Φ̃k is the complex Kerr rotation as defined in Eq. (2.4). The Jones vector

for the probe light in the basis of the Wollaston prism, for the case of zero Kerr

rotation after reflection (i.e. the signal that defines zero after balancing) can be

expressed as:

~E =

(
Es

Ep

)
=

(
1

1

)
(2.9)

After acquiring a non-zero Kerr rotation Φ̃k (assumed to be small, |Φ̃k| � π),

the polarization of the beam is transformed and the two measured components

(with the s and p detector) are no longer equal in intensity:
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~Emeasured =

(
cos Φ̃k −sin Φ̃k

sin Φ̃k cos Φ̃k

)(
1

1

)
≈

(
Φ̃k − 1

Φ̃k + 1

)
(2.10)

The photodetectors (see Fig. 2.5) measure the s and p components separately,

and the Kerr signal is obtained by subtracting the s and p signals:

Imeasured = Ip − Is ∝ | ~Ep
measured|

2 − | ~Es
measured|2 (2.11)

This results in a final signal being proportional to the real Kerr rotation Θk,

and not sensitive to the ellipticity change (complex Kerr rotation is substituted

as defined in Eq. (2.4)):

Imeasured ∝ |Φ̃k+1|2−|Φ̃k−1|2 =
[
(Θk + 1)2 + Ψ2

k

]
−
[
(Θk − 1)2 + Ψ2

k

]
= 2Θk

(2.12)

A setup that measures Θk in this manner can be easily modified into one that

measures the change in ellipticity. A quarter-wave-plate should then be placed

before the Wollaston prism (which is equivalent to adding an additional rotation

matrix with angle of π/4 in Eq. (2.10)). The measured signal is then proportional

to the ellipticity, and not sensitive to Kerr rotation:

Imeasured ∝ 2Ψk (2.13)

This technique with balanced photodetectors, where the signal spin signal

comes from a difference measurement, cancels out intensity fluctuations and many

other experimental fluctuations, such that it is at the same time a very sensitive

and a robust method. It allows one to measure very precisely a very small rotation

of the light polarization. In our setup the typical accuracy was ≈ 10 nrad.

If the sample has a few layers which could contribute to the Kerr rotation,

or in case that the area of interest is not homogeneously spin polarized, the

measured signal is a superposition of these various contributions (which can also

come with opposite signs). In such a case the resulting Kerr signal is complicated

and requires a very careful and precise analysis. An example of such a situation

is discussed in more detail in Chapter 3.
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The Kerr effect can be used to measure all three components of magnetization

(spin polarization) in a sample, but this requires changing the experimental setup

for measuring each component. However, with an external magnetic field that

precesses the spin polarization it is also possible to observe all three components.

Alternatively, one can in certain cases exploit the optical selection rules and

measure the spin polarization in different direction simply by selecting different

probe polarizations. An interesting example of such a case is demonstrated and

analyzed in Chapter 6.

2.5 Measurement setup

Figure 2.6 presents a schematic diagram of the experimental setup. It is optimized

for operating the Time-Resolved Kerr Rotation (TRKR) method for detecting

spin coherence that was already introduced in Chapter 1. Essential to this method

is that a pump pulse creates spin coherence, which is then detected with a probe

pulse after a controllable delay. A pulsed Ti:Sapphire laser (Coherent, model

Chameleon Ultra) is used to generate both pump and probe pulses (tunable

wavelength λ, 150 fs pulses with ∼ 7 nm spectral width, at 80 MHz repetion rate).

They can be spectrally narrowed to ∆λ = 1.2 nm with tunable liquid-crystal

Fabry-Perot interferometric filters (LCFP). This increases the pulse durations to

about 1 ps. This is either applied at the place marked LCFP 1, or separately for

pump and probe at the places marked LCFP 2 and LCFP 3. This allows to switch

between single- and two-color pump-probe experiments while only using a single

laser, and without too much changes to the setup. The single-color experiments

can also be performed without LCFP filters in the setup in case a time resolution

well below 1 ps is desired, or when applying the LCFP compromises the optical

pulse energies that can be used too much.

After collimation the principle beam is split into a pump and probe beam.

The time delay pump and probe pulses is controlled with a retroreflector mounted

on a computer-controlled mechanical delay line, which is positioned in the pump

beam (since it is preferable to have a very stable beam path for the probe beam

onto the detectors). Area 3 in Fig. 2.6 is for some experiments used for creating

two pump pulses per probe pulse. The delay between the two pump pulses is

then controlled with a hand-controlled mechanical delay line. This is realized by

splitting the pump beam into two beams, which are aligned to fully overlap again

after additional path length for one of the two beams. Such double pump pulses

were used for the experiments on spin preparation for D0 systems (Chapter 6).
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Figure 2.6: Schematic representation of the experimental setup. 1 - Collimator;

LCFP - Liquid crystal Fabry-Perot filters (experiments either used none, nr. 1 alone,

or the pair nr. 2 and 3); 2 - Polarizers and polarizing beam splitters; 3 - Area for adding

a second pump pulse (used in Chapter 6); 4 - λ/2 plate; 5 - Photo-Elastic Modulator

(PEM); 6 - Soleil-Babinet Compensator; 7 - Wollaston Prism; 8 - Glass plate; 9 -

Dielectric mirror with polished back side; A,B - photodetectors. Irises, neutral density

filters and beam pick-off points for measuring spectra and are not shown for simplicity.

The periscope is adjusting the height of the beam path in the left and the

right parts of the optical table (from laser height to cryostat height). All optical

components in the beam path after the periscope are mounted on a sliding bread-

board (excluding the cryostat) for practical purposes. In the pump and probe

beams λ/2 plates and polarizers are defining and purifying the polarization states

of the beams. After this point, all mirror reflections in the optical scheme use

rather sharp angles (not too far from normal-incidence). This is necessary for



30 2. Optical excitation and detection of electron spin coherence

preserving the polarization upon reflection (our tests showed that the polariza-

tion preserving properties of the dielectric mirrors used depend on the angle of

incidence).

The pump beam is directed on mirror 9 in such a way that pump beam

follows the optical axis of the confocal microscope that is formed by the two

lenses in between the cryostat and the CCD camera in Fig. 2.6. An incoherent

light source and glass plate 8, together with mirror 9 facilitate imaging of the

sample in the cryostat, with ability to observe the pump and probe focal spots

on the sample at the same time. Mirror 9 is a dielectric mirror with a polished

back surface. It is slightly transparent for the laser beams, while it allows visible

light to propagate through it without significant distortions. This combination

of the confocal microscope for visible light and the focusing scheme for the laser

beams allows one to see the sample during the aligning procedures, and to also

check the position of the pump and probe spots and their overlap on the sample.

The probe beam is aligned on mirror 9 just to side of the pump beam (which

is central on the mirror). Thus, after reflecting on the sample the probe can

be picked up again with mirror 9 and further guided to the λ/2 plate and the

Wollaston prism that are part of the balanced scheme for detecting polarization

rotation.

A Photo-Elastic Modulator (PEM) in combination with a Soleil-Babinet com-

pensator (SBC) are used to manipulate the polarization of the pump beam. A

SBC is a variable wave plate which allows to achieve any possible retardation and

the PEM is used to modulate the pump polarizations at a frequency of 50 kHz

between two orthogonal polarizations (sinusoidal modulation between fully or-

thogonal states). Such modulation can be used in a lock-in detection scheme,

but also avoids constantly pumping the same electron spin polarization. Such

constant pumping may lead to dynamic nuclear polarization effects [6], which

is should be circumvented for detailed studies of the electron g factor and spin

dephasing time.

The PEM modulation is in most of our TRKR experiments central in a lock-

in detection scheme that strongly improved the signal-to-noise ratio of the Kerr

signals. Many experiments also used a double modulation scheme, realized by

modulating the probe beam intensity as well with a mechanical chopper at a

frequency around 169 Hz. Thus, we can use cascaded detection of a double

modulated signal. Alternatively, the chopper can be operated at a sub-harmonic

frequency of the PEM (e.g. at fC = 50/16 kHz), with direct lock-in detection of

a side band at fC from the PEM frequency. Such double modulation schemes are
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essential for single-color TRKR experiments where a portion of the reflected pump

light is unintentionally incident on the photo detectors, despite the geometric

separation from the probe path. This mainly occurs with samples that have a

rough or structured surface.

The sample is placed in the cryostat (Oxford Spectromag, 2 to 300 Kelvin

while applying a field in the range from 0 to ±7 Tesla), such that a split coil

superconducting magnet will generate a magnetic field in the plane of the sample,

and light propagation is orthogonal to the sample. It is very useful to be able to

do measurements at different spots on a sample, without the need to spend much

time and efforts on realigning the whole beam path to and from the sample.

For this purpose we have designed and made a sample holder in the cryostat

where we can use piezo positioners from Attocube Systems AG, Germany (see

Fig. 2.7). This also improves the ability to compare the TRKR signals from

different areas of a sample. Such a design allows one to move the sample in

the focal plane, such that virtually no re-adjustments are needed for the optical

components after sample displacement. It also simplifies the alignment procedure

by allowing corrections on θ, since optimal TRKR detection is achieved with the

sample normal to the pump beam.

2.6 Measurement of the spin dephasing time

(T ∗2 )

The presented setup is designed to characterize and quantify the dynamics of

spin polarization in GaAs-based structures and devices. As discussed in the

above, the generation (via optical orientation) and detection (via Kerr-rotation

measurement) of spin polarization and spin coherence is done by means of short

optical pulses.

Most of the TRKR experiments reported in this thesis include measurements

in a magnetic field, with the setup in Voigt geometry. In this case the spins are

prepared in a state that is orthogonal to the applied field, and start to precess

immediately after initialization. The measured Kerr signal then show oscillations

as a function of pump-probe delay that directly reflect coherent spin precession,

with a transient signal envelope (loss of Kerr signal to zero) that directly reflects

spin dephasing or loss of Kerr signal due to electron-hole recombination (more in

general it can also be due to electrons leaving the probe volume via transport).

An example of such a trace was presented in Fig. 1.1, and its mathematical form
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Figure 2.7: Photo of the sample holder at the bottom of a sample stick that is

inserted in the cryostat. 1 - Chip with two samples glued on it with varnish; Labels

2 to 5 refer to piezo positioners from Attocube Systems AG (Germany) for different

degrees of freedom. 2 - Adjustments in θ; 3 - Adjustments in x; 4 - Adjustments in

y; 5 - Adjustments in z. An adjustment in ϕ can be realized my rotating the whole

sample stick.

is typically close to Eq. (1.1). Thus, working with a magnetic field in Voigt

geometry has the advantage that TRKR gives an unambiguous finger print of

spin coherence and allows for a direct determination of its decay time.

In this case, spin polarization is prepared in a state that is not parallel with

the spin quantization axis. Thus, the method prepares spin coherence since the

electrons are after the optical transition in well-defined quantum states that are

also coherent with respect to each other. The coherence of individual electron

spins will decay in time (over a 1/e timescale that is known as the homogenous

spin decoherence time T2). However, the TRKR technique that we described here
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measures the projection of spins along a certain axis, averaged over an ensemble

(without applying a spin-echo technique). Thus, the spin coherence signal also

goes to zero in case the coherent precessional dynamics of different spins acquires

phases that differ more than π between individual spins in the ensemble. This

is characterized by the 1/e timescale T ∗2 , which is known as the spin dephasing

time or the inhomogenous spin coherence time.

In zero field, the decay of a TRKR spin signal can be due to spin relaxation

(at the timescale T1), pure spin decoherence and spin dephasing [15]. However,

in semiconductors spin relaxation is typically much slower than spin decoherence

and dephasing, and TRKR signals then typically decay at the timescale that is

set by the minimum of T ∗2 and the electron-hole recombination time.

2.7 Summary

We presented the realization of a setup for Time-Resolved Kerr Rotation (TRKR)

measurements which can be used at temperatures from 2 to 300 Kelvin while

applying a magnetic field with a value in the range from 0 to ±7 Tesla. The

shortest time resolution that can be achieved is about 150 fs. Spectral tuning

of pump and probe pulses is possible, including the ability to switch between

single-color and two-color pump-probe experiments. While the spatial resolution

of the optical focusing on the sample is about 150 microns, the control over the

sample positioning is on the sub-micron scale.
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Chapter 3

Suppressed spin dephasing for 2D and

bulk electrons in GaAs wires due to

engineered cancellation of spin-orbit

interaction terms

Abstract

We report a study of suppressed spin dephasing for quasi-one-dimen-

sional electron ensembles in wires etched into a GaAs/AlGaAs hetero-

junction system. Time-resolved Kerr-rotation measurements show a

suppression that is most pronounced for wires along the [110] crystal

direction. This is the fingerprint of a suppression that is enhanced

due to a strong anisotropy in spin-orbit fields that can occur when

the Rashba and Dresselhaus contributions are engineered to cancel

each other. A surprising observation is that this mechanisms for

suppressing spin dephasing is not only effective for electrons in the

heterojunction quantum well, but also for electrons in a deeper bulk

layer.

This chapter is based on Ref. 4 on p. 103.
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3.1 Introduction

For electron ensembles in semiconductor device structures the dominant mecha-

nism for spin dephasing and spin relaxation is often due to spin-orbit interaction

(SOI). A current challenge in the field of spintronics is therefore to obtain control

over such relaxation, or to even turn SOI into a resource for spin manipulation [1].

GaAs/AlGaAs based heterostructures provide here an interesting platform. Be-

sides high material quality and good optical selection rules, these materials can

be engineered to have two types of SOI: Dresselhaus SOI, resulting from lack

of inversion symmetry in the GaAs crystal structure, and Rashba SOI, effective

when electrons are confined in a layer with bending of the conduction band [2].

Such SOI acts as a k-vector-dependent effective magnetic field on electron spins.

Notably, the strength of these two effects can be tuned to exactly cancel each

other [3, 4] for electrons with the k vector in [110] direction [Fig. 3.1(a)]. This

notion is central in many proposals [5, 7, 6, 8, 9] that aim at suppressing spin

relaxation effects. Work on unpatterned quantum-well areas with techniques that

filter out signals from electrons with [110] k vectors confirmed reduced dephasing

for these electrons [10, 11, 4].

We report here the observation that this cancellation of two SOI terms can

directly result in suppressed spin dephasing for an entire electron ensemble in

a wire along the [110] direction. Notably, this does not require that full quan-

tum confinement restricts electron transport in the wire to the [110] direction.

Instead, it concerns a strong enhancement of a motional-narrowing type effect

that results from frequent scattering on the boundaries of quasi-one-dimensional

(1D) wires [12, 13, 14] that can—with further tuning—suppress spin dephasing

by several orders of magnitude [15, 16]. Quasi-1D systems are here defined as

having the wire width too wide for 1D quantum confinement, but smaller than

the spin precession length (ballistic travel distance during which spins precess an

angle π in the sum of spin-orbit fields and external magnetic field). In addition,

the wire width should not be much in excess of the mean free path.

3.2 Experimental realization

We used electron ensembles in GaAs/AlGaAs wires (Fig. 3.1) that contain a

heterojunction-based two-dimensional electron gas (2DEG) for which the Rashba

and linear Dresselhaus SOI are of similar strength [3]. We used time-resolved Kerr

readout for directly testing whether quasi-1D confinement in device structures
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combined with anisotropy for SOI in k space can be tuned to give a pronounced

suppression for spin dephasing for wires in the [110] direction. For 2DEG elec-

trons we indeed observe this behavior, which we will further call spin-dephasing

anisotropy (SDA). Surprisingly, we also obtained evidence for a new manifesta-

tion of SDA: a contribution to our Kerr signals from a deeper bulk layer in our

wires also shows SDA. We can explain these observations by considering that an

electron ensemble in a bulk layer with weak band bending [Fig. 3.1(c)] is also

subject to a Rashba-type SOI and we find agreement with numerical modeling

of such a situation.

We fabricated arrays of quasi-1D wires with electron-beam lithography and

subsequent wet etching of a GaAs/AlGaAs heterojunction system with a 2DEG

at 114 nm depth (etch depth ∼100 nm). Figure 3.1(b) is a micrograph of an

array with wires along [110] (1.2 µm wire width and 1.6 µm periodicity). Other

Width = 1.2 µm

Periodicity = 1.6 µm

AlGaAs
doping
layer

2DEG

Accumulation
layer

GaAs substrate

Conduction band

EF

Valence band

Superlattice

Figure 3.1: (a) Dependence of spin-orbit fields on k vector on the Fermi circle in the

kx-ky plane for equal strength of Rashba and linear Dresselhaus effect. (b) Scanning-

electron micrograph for a section of a wire array oriented along the [110] crystal di-

rection. (c) Band diagram of the GaAs/AlGaAs heterostructure (not to scale), with a

2DEG where the conduction band bends below the Fermi energy EF .
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areas had [100], [010], and [-110] oriented wires, and for reference we had both

unpatterned and fully etched areas. Figure 3.1(c) shows a band diagram of the

GaAs/AlGaAs heterostructure along growth direction. The layer sequence starts

with an intrinsic (001) oriented GaAs substrate, followed by a training layer

(superlattice with 10 periods of 5.2 nm GaAs and 10.6 nm AlAs). Then a 933 nm

undoped GaAs accumulation layer is followed by a 37 nm undoped Al0.32Ga0.68As

spacer layer. On top of this 72 nm homogeneously Si-doped Al0.32Ga0.68As is

grown. The heterostructure is finished by a 5 nm GaAs cap layer. The 2DEG is at

the heterojunction between the AlGaAs spacer layer and the GaAs accumulation

layer. Under illuminated conditions at 4.2 K the electron density is n2D = 4.7×
1015 m−2 and the mean free path is ∼30 µm.

The spin dynamics was probed with conventional [17] mono-color time-resolved

Kerr-rotation measurements in an optical cryostat at 4.2 K with magnetic fields

(magnitude B) up to 7 T. We used a tunable Ti:sapphire laser with ∼150 fs

pulses at 80 MHz repetition rate. The spectrum of pulses was wider than Fourier-

transform limited, with significant amplitudes over a ∼15 meV window. Samples

were excited at normal incidence with a circularly polarized pump pulse (he-

licity modulated at 50 kHz with a photoelastic modulator for avoiding nuclear

polarization). This induces a nonequilibrium electron ensemble in the conduc-

tion band with a net spin orientation along the growth direction of the sample.

The evolution of the spin ensemble is recorded by measuring the 50 kHz com-

ponent in Kerr rotation after reflection of a linearly polarized probe pulse with

a polarization bridge, as a function of pump-probe delay t. We used spot diam-

eters of about 100 µm on wire arrays of larger dimensions [18]. All data were

taken at pump-photon density nex ≈ 3×1015 m−2 per pulse. Measurements were

performed with the external field in [110] direction, unless stated otherwise.

3.3 Signatures of spin dephasing anisotropy for

2DEG and bulk electrons

While a heterojunction system is for our research an interesting material given

the strong and tunable band bending in the 2DEG layer, it imposes difficulties for

an experiment with optical probing (as compared to double sided quantum wells).

The bandgaps for the 2DEG layer, and deeper parts of the accumulation layer and

the substrate are nearly identical [Fig. 3.1(c)], so probing must use reflection and

one cannot avoid that Kerr signals have contributions from both 2DEG electrons
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and bulk electrons in these deeper layers. We recently characterized [19] that it

is for our material nevertheless possible to isolate the Kerr signal from 2DEG

electrons when pumping at least ∼20 meV above the bottom of the conduction

band for bulk (we used 1.55 eV). In summary, at pump intensities with nex ≤ n2D

the Kerr signal θK is a superposition of two mono-exponentially decaying cosines,

θK =
∑
i=1,2

Ai exp

(
− t

τi

)
cos

(
|gi|µBB

~
t+ φi

)
(3.1)

with amplitudes Ai, g factors |gi|, dephasing times τi, and φi are apparent initial

phases [20] for spin precession. This also applies to the data that we present here.

Figures 3.2(a) and 3.3(a) show Kerr signals from wires, recorded in fields of 0 T

to 7 T. In particular at high fields, the envelopes of oscillating Kerr signals show

clear nodes and anti-nodes and we checked that all Fourier transforms of data

taken at B > 3 T showed two pronounced peaks at g factors |g1| ≈ 0.36 and

|g2| ≈ 0.43. Further, Eq. 3.1 always yields good fits for these same g-factors, also

when applied to data in the range 0 T to 3 T. In our earlier work we identified

the contribution with |g1| ≈ 0.36 as a population in the 2DEG layer, and the

contribution with |g2| ≈ 0.43 as a population in a bulk GaAs layer [19]. The slow

growth during delays till ∼100 ps (as compared to mono-exponential decay for

a single population) of signals (at 0 T) and signal envelopes also originates from

having a superposition of two contributions. It occurs because the amplitudes Ai
always have opposite sign (for φi around zero) [19].

SDA is apparent in the zero-field Kerr signals in Fig. 3.2(a) from wires ori-

ented along the [110], [-110], [100], and [010] (and for reference from unpatterned

area). The decay of signals during delays t > 100 ps clearly depends on the

wire orientation. The loss of Kerr signal is fastest for [-110] oriented wires (only

slightly slower than for unpatterned area). Kerr signal decay is slowest for [110]

oriented wires, and results for wires in [100] and [010] directions are in between

these extreme cases and nearly identical. The inset of Fig. 3.2(a) shows that the

time scale for slow signal growth for t < 100 ps has a similar dependence on

wire orientation, with again the slowest time scale for the [110] direction. For

the Kerr signals measured in the range 1 T to 7 T in Fig. 3.3(a), all traces have

envelopes with slow growth for t < 100 ps, and decaying envelopes for t > 100 ps

as the zero-field signals. At 1 T, the corresponding time scales are again clearly

longest for [110] wires and shortest for [-110] wires but the differences degrade for

B > 1 T. We only present signals for the extreme cases [-110] and [110], results

for [100] and [010] wires show intermediate behavior.
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Figure 3.2: Spin-dephasing anisotropy at zero external magnetic field. (a) Kerr

rotation as a function of pump-probe delay for the unpatterned area and wires in

[-110], [110], [100], and [010] directions (order along arrow in traces and legend match).

The inset shows the Kerr response at short delays to highlight the slow growth in all

traces. [(b) and (c)] Spin-dephasing times for both the 2DEG (τ1) and bulk (τ2) spin

populations.

Fitting these results with Eq. (3.1) yields traces which very closely match the

experimental traces (therefore not shown). Signals from B ≥ 1 T give results

for τi for both the 2DEG (|g1| ≈ 0.36) and bulk (|g2| ≈ 0.43) contributions to

the signals [Figs. 3.3(b) and 3.3(c)]. This identifies that the time scale for slow

growth (t < 100 ps) is dominated by dephasing of the 2DEG population, while

the later decay of signals (t > 100 ps) is dominated by dephasing of a bulk

population. The behavior for B = 0 T [Figs. 3.2(b) and 3.2(c)] is interpreted

in the same way from extrapolating down the trends in τi for B > 0 T. This

identification of populations based on g factors is consistent with reported values

for dephasing times in high-mobility 2DEGs [∼50 ps due to rapid D’yakonov-

Perel’ (DP) dephasing [3, 21, 22]] and intrinsic GaAs layers [∼300 ps [17]].

The results in Figs. 3.2(b) and 3.3(b) give clear evidence for SDA for the 2DEG
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population, with qualitative agreement with predicted behavior [15, 23]. These

predictions were based on the assumption that Rashba and linear Dresselhaus SOI

terms dominate. Expressed as k-vector-dependent effective fields these are ~BR =

CR(x̂ky−ŷkx) and ~BD1 = CD1(−x̂kx+ŷky), respectively, with typical magnitudes

of about 2 T for heterojunction 2DEGs [3]. A summary of the numerical approach

is given below for the bulk population. The dependence of 2DEG dephasing on

wire orientation is here less strong than expected for exact cancellation for CD1 =

CR [15, 4]. Instead, it is consistent with simulations for |CD1+CR|/|CD1−CR| ≈ 3

Figure 3.3: Evolution of spin-dephasing anisotropy (SDA) in transverse magnetic

fields up to B = 7 T. (a) Kerr signals as a function of pump-probe delay from [110]

and [-110] oriented wires (traces offset for clarity). [(b) and (c)] Corresponding spin

dephasing times τi as a function of B, for (b) 2DEG and (c) bulk electrons. These

plots also present SDA quantified as τi,[110]/τi,[−110].
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and CD1 and CR as reported values [3]. We cannot make more detailed statements

about CD1 and CR values since we analyzed that this should account for the

influence of the cubic Dresselhaus SOI, momentum relaxation, and electron-hole

recombination on the observed Kerr signals. The dependence of SDA on B is

discussed below.

The SDA observed for spins in a bulk layer in Figs. 3.2(c) and 3.3(c) was

an unexpected result since SDA was until now only considered for 2D electron

systems. Apparently, our samples also contain quasi-1D ensembles with bulk

characteristics that have anisotropy for SOI. Such ensembles must indeed be

present because band bending is significant up to ∼2 µm below the wafer surface.

Consequently, the lifting of the conduction band below etched areas also induces

confining potentials along the wires at the depth of the superlattice (which also

drives a rapid drift of photoelectrons from etched to unetched areas, such that

the bulk contribution to signals is mainly from unetched regions). In addition,

below the wires (areas not etched) at the depth of the superlattice there is still

a weak slope in the conduction band [Fig. 3.1(c)]. A Rashba SOI should be

effective here that only depends on the x and y component of a k vector as for

the 2DEG case. Here the Rashba parameter CR ∝ 〈dV/dz〉 still has a substantial

value [24] due to the slope of the conduction band (V is potential of the bottom

of conduction band and z is growth direction). This results in anisotropic SOI

[analogs to Fig. 3.1(a)] when this Rashba term has a similar magnitude as the

Dresselhaus SOI for bulk [23].

We therefore conjecture that the observed SDA for a bulk population is due to

electrons around (i.e., not inside [19]) the superlattice. The Kerr reflection from

the superlattice will probe the spin imbalance in its vicinity. Most likely, this

population is located in the accumulation layer [Fig. 3.1(c)] since the thickness

of this layer is sufficient for absorbing most of the energy from our laser pulses.

The separation into two distinct spin populations can then only be explained

if we assume the surprisingly low mobility for photo-electrons along the growth

direction that was recently reported [25]. We can therefore not fully rule out

scenarios where the bulk response is dominated by electrons at the substrate

side of the superlattice, given that these low mobility values are not yet fully

understood [19].
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3.4 Summary of numerical simulations

To investigate the above scenario, we use a simple model and Monte Carlo sim-

ulations as for 2DEG-based wires [15]. The short summary presented here is

based on the work presented in Chapter 4 and Chapter 5. We model a wire of

bulk material by assuming a randomly moving electron ensemble with a three-

dimensional k vector distribution that is confined to a rectangular elongated box

with short sides of 1 µm. The electrons are scattering on the edge of the box and

on impurities (mean-free path from impurities alone set at 1 µm, i.e., a quasibal-

listic electron ensemble). The (quasi-)Fermi level is derived from the estimated

photo-electron density around the superlattice (∼ 3 · 1021 m−3). Spins are pre-

cessing around the sum of anisotropic spin-orbit fields and the external field. We

assume the electron spins experience only the bulk Dresselhaus SOI Ref.([2]), and

the mentioned Rashba SOI. Dephasing is again purely due to the DP mechanism.

Such numerics indeed produces dephasing times similar to the observed values.

Also, it shows SDA as a function of wire orientation with the slowest dephasing

for wires along [110] and with the ratio between τ2 for [110] and [-110] wires close

to 3 for B = 0 T.

3.5 Effect of external magnetic field on spin de-

phasing anisotropy

As an extra point we discuss the magnetic field dependence of SDA for the 2DEG

and bulk populations. For both, the SDA (taken as the ratio between dephasing

times for [110] and [-110] wires, see Figs. 3.3(b) and 3.3(c)) is most apparent

at zero external field, and degrades with increasing field. Our type of SDA only

occurs in quasi-1D systems, i.e., when the width of the wires is less than the spin

precession length Lsp [15]. Alternatively, it can degrade when an external field

starts to dominate over anisotropic spin-orbit fields [Fig. 3.1(a)]. The degradation

of SDA of the bulk population is consistent with both explanations. The external

field drives Lsp below ∼1 µm for B ≈ 4 T (using again the estimated density

of photo-electrons around the superlattice) but we also estimate [3] that the

external field dominates over spin-orbit fields above B ≈ 0.3 T. For the 2DEG

a much stronger field is needed for driving Lsp . 1 µm, but the external field

dominates over spin-orbit fields for B > 4 T [3]. We repeated all measurements

with the external field in [-110] direction. We observed small shifts (∼ 10%)

in the dephasing times, but the B dependence of SDA was at nearly the same
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level. We interpret this as follows. Having only partial cancellation of SOI (not

the pure case CD1 = CR) gives anisotropy for SOI with fields varying both in

magnitude and direction. This still gives SDA, but it can be lifted by adding an

external field that is stronger than the spin-orbit fields, and there is then little

dependence on the direction of the field. Our Monte-Carlo simulations confirm

this behavior, and give SDA values that degrade from ∼3 at B = 0 T to ∼2 at

7 T.

3.6 Effect of temperature and pump power on

spin dephasing anisotropy

The dependence on temperature can provide more insights in the spin dephasing

anisotropy, since the spin dephasing time of bulk and 2DEG changes differently

with temperature [17].
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Figure 3.4: Effect of temperature on spin-dephasing anisotropy (SDA). [(a) and (b)]

The spin dephasing times τi as a function of T , for (a) 2DEG and (b) bulk electrons.

These plots also present SDA quantified as τi,[110]/τi,[−110].

The measurements were performed at a few different temperatures for the

case zero external magnetic field. The spin dephasing anisotropy is decaying

with increasing temperature for both: 2DEG and bulk. However, 2DEG and

bulk show an opposite trend for the actual values of the spin dephasing times.

While the spin dephasing time of 2DEG is rapidly decreasing with temperature,

the bulk exhibits the opposite behavior. This can be explained by the effective



3.6 Effect of temperature and pump power on spin dephasing anisotropy 45

change in spin precession length due to temperature dependence of the electron

mobility.
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Figure 3.5: Effect of excited electron density tuned by means of the pump power.

[(a) and (b)] The spin dephasing times τi as a function of pump power, for (a) 2DEG

and (b) bulk electrons. These plots also present SDA quantified as τi,[110]/τi,[−110].

Increasing the number of photo-excited (spin polarized) carriers also strongly

affects the spin dephasing anisotropy. For low pump powers (where the number of

photo-excited electrons is comparable to the number of electrons already present

in the 2DEG) the previous picture of the spin dephasing anisotropy mechanism

holds. For higher excitation densities (above roughly 2 mW of pump power) the

number of photo excited carriers exceeds the number of native electrons in the

system. This generates a strong self-screening effect, which reduces the mobility

in a transient manner (due to electron-hole recombination at a timescale of about

300 ps). Having such a process in the sample strongly affects the dynamics of

the ensemble of spin, which can no longer be considered as a ballistic electron

ensemble in a wire with fixed transport properties over the measurement period.

Strong pumping also increases the effective temperature in the system and this

contributes to the reduction of the SDA when increasing the pump powers.

As a conclusion, we note that the results of the study of the temperature de-

pendence and the pump-power dependence are consistent with our interpretation

of having an SDA effect for both a 2DEG and a bulk population in the system.
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3.7 Conclusions

In conclusion, our results confirm that confining electron ensembles in quasi-1D

wires in [110] direction can yield suppressed spin dephasing. The results agree

with predictions based on anisotropy for SOI. Further studies with tuning of SOI

by a gate gives access to better cancellation of Rashba and Dresselhaus SOI, and

can explore the ultimate limit of suppressing dephasing in wires [4, 15]. Such

gate control can also yield spin-transistor functionality [1] by associating on and

off with strong or little dephasing of spin signals. Our results also establish that

using SDA for suppressing dephasing is not restricted to quantum-well electron

ensembles. It is also applicable to quasi-1D ensembles in bulk-like layers where

the conduction band has a slope. Our results thus open the path to investigating

the mentioned spin-transistor functionality for bulk semiconductor channels [26].
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Chapter 4

Spin-dephasing anisotropy for 2D

electrons in a diffusive quasi-1D GaAs

wire

Abstract

We present a numerical study of dephasing of electron spin ensembles

in a diffusive quasi-one-dimensional GaAs wire due to the D’yakonov-

Perel’ spin-dephasing mechanism. For widths of the wire below the

spin precession length and for equal strength of Rashba and linear

Dresselhaus spin-orbit fields a strong suppression of spin-dephasing

is found. This suppression of spin-dephasing shows a strong depen-

dence on the wire orientation with respect to the crystal lattice. The

relevance for realistic cases is evaluated by studying how this effect

degrades for deviating strength of Rashba and linear Dresselhaus

fields, and with the inclusion of the cubic Dresselhaus term.

This chapter is based on Ref. 5 on p. 103.

49
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4.1 Introduction

The ability to maximize the spin-dephasing time T ∗2 of an electron spin ensemble is

one of the key issues for developing semiconductor-based spintronic devices [1, 2].

However, in all III-V semiconductor materials spin ensembles rapidly dephase due

to the D’yakonov-Perel’ (DP) spin-dephasing mechanism [3, 4]. For the case of

electron ensembles in a heterojunction two-dimensional electron gas (2DEG), two

distinct contributions to DP spin-dephasing have to be considered: the inversion

asymmetry of the confining potential (structural inversion asymmetry) and the

bulk inversion asymmetry of the crystal lattice. The former results in an effective

Rashba field and the latter in an effective Dresselhaus field, which includes linear

and cubic contributions [3, 5, 6, 4]:

~BR = CR (x̂ky − ŷkx), (4.1)

~BD1 = CD1(−x̂kx + ŷky), (4.2)

~BD3 = CD3(x̂kxk
2
y − ŷk2

xky), (4.3)

where x̂, ŷ are the unit vectors along the [100] and [010] crystal directions, kx, ky
are the components of the in-plane wave vector, and CR,D1,D3 are the spin-orbit

coupling parameters. The total effective spin-orbit field ~Beff is the vector sum

of all three contributions. For 2D and quasi-1D electron systems, the direction

and magnitude of these effective spin-orbit fields can be illustrated as arrows on

the Fermi circle. Figure 4.1 presents this for selected points in the 2D momen-

tum space, for the Rashba (a) and linear Dresselhaus (b) field alone, and their

sum (c) for the case of equal strength of Rashba and linear Dresselhaus field. In

contrast to the individual cases (Fig. 4.1 (a), (b)), the magnitude of the vector

sum shows a strong anisotropy in momentum space (Fig. 4.1 (c)). This already

suggests that spin dephasing in very narrow wires in which electron motion is

restricted to the [110] direction can be strongly reduced as compared free 2DEG

or such wires oriented along other crystal directions. However, it is harder to an-

alyze whether such a dephasing anisotropy also occurs for wider quasi-1D wires,

where the motion in the 2DEG plane is still completely random and diffusive,

but where the width of the wire is less than length scales as the spin precession

length or the mean free path. For the latter case the transport regime could be

named quasi-ballistic, but we consider the case of a large ensemble where trans-

port along the wire is still diffusive, and where the width of the wire in the 2DEG

plane is much wider than the regime of quantum confinement. Initial studies of

such spin-dephasing anisotropy include a recent experiment [7] on wires, and the-
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oretical work on drifting ensembles in free 2DEG [8]. However, until now most

emphasis was on work related to the spin field-effect transistor [9], using InAs-

based systems or highly asymmetrical heterojunctions, where structural inversion

asymmetry dominates the spin-orbit interaction [10, 11, 12, 13, 14].

Figure 4.1: A schematic representation of the direction and magnitude of the effective

magnetic field for selected points in a two-dimensional k-space, sketched for (a) the

Rashba field, (b) the linear Dresselhaus field and for (c) the symmetric case of the sum

of equal Rashba and linear Dresselhaus field. Both the magnitude and direction are

depicted as arrows on the Fermi circle with radius kF in the (kx, ky)-plane.

We report here how the D’yakonov-Perel’ spin dephasing mechanism can be

strongly suppressed in diffusive quasi-1D electron systems based on GaAs het-

erojunction material, for which Rashba and linear Dresselhaus spin-orbit contri-

butions can be indeed of comparable magnitude [4, 7]. The dephasing is studied

for spin ensembles initially aligned perpendicular to the plane of the wire ([001]

direction). This situation reflects the method of preparing and interrogating a

spin population via optical pump-probe techniques [2]. Our numerical calculation

is first performed for conditions with equal Rashba and linear Dresselhaus con-

tributions and the cubic Dresselhaus term set to zero. For widths of the diffusive

quasi-1D wires smaller than the spin precession length the DP spin-dephasing

mechanism can be strongly suppressed and the spin-dephasing time T ∗2 is con-

siderably enhanced if the wire is aligned along the direction of zero effective

spin-orbit field. Moreover, we want to point out that the value of our numeri-

cal tool lies in the opportunity to study such phenomena also for more realistic

conditions. Thus, we can study how breaking the equality of the Rashba and

linear Dresselhaus spin-orbit fields, or adding the cubic Dresselhaus term leads

to a degradation of the spin-dephasing anisotropy.
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4.2 Method

We apply a Monte Carlo method [15] to study the temporal evolution of the

normalized spin orientation (average spin expectation value) in an elongated

quasi-1D wire. Our numerical tool is based on a semiclassical approach. We

use a classical description for the electron motion, and a quantum mechanical

description of the dynamics of the electron spin. The wire is treated as a rect-

angular box of aspects 1 µm and 200 µm. The electron density and mobility are

set to 4·1015 m−2 and 100 m2/Vs, which are typical values for a GaAs/AlGaAs

heterojunction material. All electrons are assumed to have the same Fermi ve-

locity υF of 2.7·105 m/s. This is a valid approximation for kBT , ∆EZ,SO � EF
(with respect to the bottom of the conduction band), where ∆EZ,SO is the Zee-

man splitting due to the spin-orbit fields alone. Electron-electron interaction and

inelastic scattering mechanisms are neglected.

The electron is regarded as a point particle which moves on a classical tra-

jectory between scatter events on impurities (randomly determined at a rate to

obtain an average scatter time of 38 ps) yielding diffusive behavior in the ensem-

ble (electron mean free path Lp = υF τp = 10 µm), and specular scattering on the

edges of the wire. For each electron moving on such a ballistic trajectory we cal-

culate the spin evolution in the effective spin-orbit fields quantum mechanically,

and we then take the ensemble average on a set of electrons with random initial

position and momentum direction.

Within a straight ballistic segment of an electron trajectory the spin rotates

around ~Beff over a precession angle given by

φprec =
gµB| ~Beff |

~
t, (4.4)

where ~ is the reduced Planck’s constant and t the time of traveling through the

segment. The spin rotation operator Û for rotation over the precession angle

φprec about the direction ~u (unit vector) of the effective magnetic field ~Beff is

obtained by (see e.g. [16])

Û = exp(−i φprec
2

~σ ~u) =

(
cosφprec

2
− iuzsinφprec2

−(iux + uy)sin
φprec

2

−(iux − uy)sinφprec2
cosφprec

2
+ iuzsin

φprec
2

)
,(4.5)

where ~σ represents the vector of Pauli spin matrices (x, y, z components of the

spin). Û acting on a spin state |Ψinitial〉 at the beginning of a ballistic trajectory

yields the spin state |Ψfinal〉 = Û |Ψinitial〉 at the end of the trajectory. Thus, we

can follow the spin state of each electron (labeled i), and we use this to define a
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semiclassical spin vector to present its orientation, ~Si = (〈Sx〉i, 〈Sy〉i, 〈Sz〉i) from

its spin expectation values in x, y, z directions.

For an electron experiencing multiple scattering events, the orientation of the

effective magnetic field is changed at each scatter event. For each trajectory a

rotation is applied. Once a scattering event takes place, the wave vector state is

updated, ~Beff is recalculated based on the new wave vector, resulting in a new

rotation operator, and the evolution of the spin state will carry on. For spin

ensembles, the randomization will bring a reduction of the normalized spin orien-

tation (average spin expectation value) 〈Sr〉 =
∣∣∣(∑N

i=1
~Si)/N

∣∣∣ for the ensemble.

〈Sr〉 is obtained by averaging over an ensemble of N = 1000 spins, independent

of their positions within the system, and calculated as a function of time. We

choose to study the spin coherence in the ensemble here as 〈Sr〉. The advantage

is that 〈Sr〉 gives the magnitude of the residual spin orientation in the direction

that is maximum (automatically evaluating the envelope in case the ensemble

average shows precession). However, in the present study without externally ap-

plied fields, there was no development of average spin orientation in the x and y

directions, and the decay of 〈Sr〉 always equaled the decay of ensemble average

〈Sz〉 = (
∑N

i=1〈Sz〉i)/N . The spin-dephasing time T ∗2 of the ensemble is defined as

the decay time over which 〈Sr〉 reduces to 1/e of its initial value. Note, however,

that decay traces of 〈Sr〉 were not always mono exponential in our simulations.

4.3 Results and discussion

The temporal evolution of the normalized spin orientation 〈Sr〉 is studied for out-

plane initial spin states oriented along the [001] direction. The effective spin-orbit

field resulting from equal magnitudes of the Rashba and linear Dresselhaus fields

is always parallel to the [110] axis (CR = CD1 = −1.57·10−8 Tm, [4]). These

values of the spin-orbit parameters give rise to an average spin precession length

of about 3 µm. The width of our wire of 1 µm is chosen to be smaller than this

length scale.

The inset of Fig. 4.2 shows the temporal evolution for five different orientations

of the quasi-1D wire with respect to the [100] direction. A distinct anisotropy of

the spin dephasing times is observed. The peak value of T ∗2 is reached when the

wire is oriented exactly along the [110] direction. It is found to be in excess of

104 ps. This agrees with the result T ∗2 = ∞, which can be derived analytically

for this ideal case [17]. Yet, a deviation of only 5◦ in the wire orientation with

respect to the [110] direction leads to a reduction of T ∗2 of more than an order
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of magnitude towards a value of about 200 ps. For angles close to [110] ± 15◦

the spin-dephasing time drops already to 43 ps and it reaches a minimum of 9

ps for wires oriented along the [110] and [110] direction. A detailed summary of

these findings is presented in Fig. 4.2 where the extracted spin-dephasing times

are plotted as a function of the wire orientation. This plot reveals the strong

anisotropy of T ∗2 with respect to the crystal axes.
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Figure 4.2: The spin-dephasing time T ∗2 of a spin ensemble is plotted as a function of

the wire orientation with respect to the [100] lattice direction. The ensemble is initially

oriented along the [001] direction. T ∗2 is strongly enhanced for a quasi-1D wire oriented

in the [110] direction (black) as compared to an ensemble in a 2D system (gray). The

arrows (in the top insets, horizontal axes span ±5◦) for data at 45◦ and 225◦ indicate

that here T ∗2 is larger than could be calculated (CR = CD1 = −1.57·10−8 Tm, CD3 =

0). Inset: Ensemble spin expectation value 〈Sr〉 as a function of time for different wire

orientations.

The anisotropy of T ∗2 is directly connected to the motion of single electrons

within the ensemble. Specular edge scattering implies that electrons with a solely

transverse momentum component to the wire orientation (traveling less than the

spin precession length between scatter events) almost do not contribute to the

spin-dephasing because of motional narrowing. Only electrons with a strong

momentum component longitudinal to the wire orientation are contributing to

the dephasing of the spin ensemble. This results in the strong enhancement of

T ∗2 for wires in the [110] direction.
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Spin-dephasing times for non-confined spin ensembles (wire width taken much

wider than the mean free path and spin precession length) are also calculated

(gray, Fig. 4.2). In contrast to the quasi-1D wire case, no spin-dephasing anisotropy

is found. We investigated the crossover from 2D to quasi 1D behavior for a wide

range of values for the spin precession length and mean free path (with respect to

the wire width), and found that the spin precession length is the crucial length

scale which is governing this crossover.
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Figure 4.3: Data shows how the T ∗2 enhancement of Fig. 4.2 reduces when the cubic

Dresselhaus term is added and when the symmetry between CR and CD1 is lifted. The

initial spin state is chosen to be along [001] direction and the quasi-1D wire is set at

43◦ with respect to the [100] direction. The case of 43◦ wire orientation (rather than

45◦) avoids the need to deal in calculations with extremely long T ∗2 for the symmetric

case of CR = CD1 and CD3 ≈ 0, while still clearly showing the 1D T ∗2 enhancement.

(a) The effect of the cubic Dresselhaus term on T ∗2 is plotted for the 2D case (gray)

and for the quasi-1D case (black) (CR = CD1 = -1.57·10−8 Tm). (b) T ∗2 is plotted here

against the difference CR - CD1, at the fixed value of CD1 = -1.57·10−8 Tm for the 2D

case (gray) and for the quasi-1D case (black) (CD3 = 0).

Next, we discuss whether this distinct spin-dephasing anisotropy in quasi-1D

wires (with a strong enhancement of T ∗2 for wires in the [110] direction as a finger

print) can be maintained under more realistic circumstances. First we study

the influence of adding the cubic Dresselhaus term on the enhancement of T ∗2 .

Secondly, the influence of deviating strength of Rashba and linear Dresselhaus
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fields will be discussed. To avoid the difficulty that T ∗2 cannot be calculated for

45◦ with respect to the [100] direction within reasonable calculation time, we take

43◦ as a test case, as this already shows a very strong T ∗2 enhancement, while

T ∗2 is limited to nanoseconds. Hence, the calculated spin-dephasing times in the

following part can be seen as lower bounds. T ∗2 for the exact [110] direction is

expected to be distinctively higher.

The effect of the additional cubic Dresselhaus term on the spin dephasing time

in the quasi-1D wire is presented in Fig. 4.3 (a). Again, the 2D case is plotted

as a reference (gray). Without the cubic Dresselhaus term the calculation results

in a T ∗2 of 1.3 ns. However, the spin-dephasing time is decreasing rapidly with

increasing Dresselhaus parameter. For CD3 = -7·10−25 Tm3, T ∗2 is already reduced

to 78 ps. To estimate whether the spin-dephasing anisotropy is still present in

a more realistic situation, experimentally deduced parameters are applied for

comparison with our calculations. In [4] a value of CD3 = -1.18·10−24 Tm3 is

evaluated which results in a T ∗2 of only 40 ps. A value which is less than an order

of magnitude higher than the value calculated for the 2D case. This points to the

conclusion that the cubic Dresselhaus term nearly annihilates the spin-dephasing

anisotropy. However, CD3 depends strongly on the electron density of the system.

For samples with lower densities CD3 is orders of magnitude smaller [4, 18, 19].

Considering those values, it turns out, that there is a much weaker decay of the

peak value of the spin-dephasing time, even when the cubic Dresselhaus term is

included.

Finally, T ∗2 is investigated for deviating Rashba and linear Dresselhaus con-

tributions. This dependence is summarized in Fig. 4.3 (b) where T ∗2 is plotted

as a function of the difference in strength of the Rashba and linear Dresselhaus

parameter, (CR − CD1), in the interval ±1·10−8 Tm for CD1 fixed at −1.57·10−8

Tm. At CR − CD1 = 0 this results in the previously calculated T ∗2 of around

1.3 ns. With either increasing |CR| or increasing |CD1|, T ∗2 is decaying equally

fast. CR and CD1 taken from [4] result in a difference CR − CD1 of 0.4·10−8 Tm.

For this value our calculated T ∗2 is already considerably reduced to about 110 ps.

However, this spin dephasing time is still an order of magnitude higher than the

one resulting from the 2D case and in addition, CR can be tuned with a gate or

heterostructure design to equalize it to the linear Dresselhaus field. Therefore,

in summary, it can be stated that the spin-dephasing anisotropy which is very

distinct for CR and CD1 exactly equal can still prevail under less ideal conditions.
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4.4 Conclusions

A useful numerical tool is developed for studying spin-dephasing in device struc-

tures due to the D’yakonov-Perel’ spin-dephasing mechanism. The Rashba, linear

and cubic Dresselhaus contributions can be taken into account. With this tool is

was demonstrated that quasi-1D wires (narrower than the spin precession length,

but with diffusive 2D motion for the electron ensemble) can show very clear sig-

natures of spin-dephasing anisotropy, with a strong suppression of spin dephasing

for wires in the [110] crystal direction.

We acknowledge financial support from the Dutch Foundation for Funda-

mental Research on Matter (FOM), the Netherlands Organization for Scientific

Research (NWO) and one of us (T. Last) acknowledges financial support by the

Dutch Nanotechnology Program NanoNed.
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Chapter 5

Spin-dephasing anisotropy for electrons

in a quasi-1D GaAs wire without

quantum confinement

Abstract

We present a numerical study of the electron-spin dephasing time T ∗2
in quasi-ballistic wires of bulk GaAs material. The study assumes

that dephasing occurs due to spin-orbit fields from a bulk Dressel-

haus term and a Rashba term in wires with specular momentum

scattering on the walls. With a similar magnitude for the Dressel-

haus and Rashba effect our results show the longest T ∗2 values for

wires in [110] direction. This is consistent with the dependence of T ∗2
on the crystal orientation of wires that was observed in recent exper-

iments. However, a comparison with results for random momentum

scattering on the wire edges reveals that the mechanism behind the

spin dephasing anisotropy differs from the analogues effect in wires

with two-dimensional electron systems. We also studied the magnetic

field dependence of this phenomenon with simulations that account

for the field-induced cyclotron motion of electrons.

This chapter is based on Ref. 1 on p. 103.

59
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5.1 Introduction

The spin dephasing of mobile electron ensembles in III-V semiconductors such

as GaAs occurs predominantly due to spin precession in spin-orbit fields. These

spin-orbit fields are highly anisotropic in momentum space, such that random

electron motion within an ensemble results in random precession [1, 2]. For two-

dimensional (2D) electron ensembles in quantum wells the spin-orbit effect can be

dominated by two terms (see Ref [2] for details): the linear Dresselhaus term (due

to a lack of inversion symmetry in the crystal structure) and the Rashba term

(due to the inversion symmetry breaking that is associated with the quantum

well structure). Such systems can be engineered to give zero spin-orbit fields for

electrons with k-vectors along the [110] direction [3]. This has been central in

many theoretical proposals [4, 2, 5, 6, 7, 8] aimed at suppressing spin dephasing.

Such a suppression has been observed with quasi-1D wire systems based on 2D

GaAs materials [3, 9, 10], where the spin dephasing time showed a dependence

on the crystal orientation in the wires.

One of these experiments also showed the unexpected result that the spin de-

phasing time T ∗2 for electrons in wires based on bulk GaAs also has a dependence

on the crystal orientation in the wires [10]. Also here, the longest T ∗2 values were

observed for wires along the [110] direction. Initial numerical studies of this effect

that were reported in the original publication on the experiment indicated that

the spin dephasing anisotropy (SDA) in these wires also relies on a cancelation

between to spin-orbit terms. In this case, these are the cubic Dresselhaus [11]

term and the Rashba term [12]. While the Rashba term is mostly described in

the context of 2D electron systems, for micron-thick bulk layers it can also play a

role. In the reported experiment there was an unidirectional electric field present

in a micron-thick bulk layer near the wafer surface due to band-bending.

We report here further numerical studies on this effect for bulk electrons in

quasi-ballistic GaAs wires. In particular, we report a more detailed study of the

magnetic field dependence of these effects by including the effect of the external

magnetic field on the electron trajectories. While this can be neglected for 2D

electron systems with in-plane field, for bulk systems the cyclotron-motion effects

are very significant. In addition, we compared in our studies the case of specular

and random momentum scattering on the walls of the wires. This revealed that

the mechanism behind the spin dephasing anisotropy in wires with specular scat-

tering differs from the analogues effect in wires with 2D electron systems. Instead

of a confinement-induced motional-narrowing effect, spin dephasing anisotropy
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now results from the interplay between repetitive electron trajectories in the wire

and the anisotropy in the spin orbit fields. This points to a mechanism that has

similarities with the phenomenon of ballistic spin resonance that can occur in

wires based on 2D electron systems [13].

5.2 Spin-orbit coupling

For convenience we describe the spin-orbit (SO) coupling as a k-vector depen-

dent effective magnetic field which acts on the spin of an electron. For III-V

semiconductors with zinc-blende crystal structure the SO coupling was derived

by G. Dresselhaus [11] and can be expressed in the following form [12]:

~Bbulk
D = (2γ/gµB)

[
x̂kx(k

2
y − k2

z) + ŷky(k
2
z − k2

x) + ẑkz(k
2
x − k2

y)
]
, (5.1)

where µB is the Bohr magneton, g is the g factor for an electron in the conduction

band and γ is the strength of the SO interaction. The link to the crystallographic

axes is represent by the unit vectors x̂, ŷ and ẑ which are in the directions [100],

[010] and [001], respectively.

For the two-dimensional case with quantum confinement along the z direction

in a quantum well of width a, 〈kz〉 = 0. However, the electrons are then in a

state with a very significant value for 〈k2
z〉 ≈ (π/a)2. The Dresselhaus SO field can

then be expressed in the form of two terms with a different power dependence

on k. It yields the linear Dresselhaus term, which dominates in the limit of

(π/a)2 � k2
x + k2

y,

~BD1 = (2γ/gµB)
(π
a

)2

[−x̂kx + ŷky] . (5.2)

The cubic Dresselhaus term for the case of such a quantum well system is

~BD3 = (2γ/gµB)
[
x̂kxk

2
y − ŷkyk2

x

]
. (5.3)

The value for the coupling parameter is taken from Ref. [14], 2γ/gµB = −1.18 ·
10−24 Tm3. In the presence of structural asymmetry (such as asymmetry in the

confinement potential of a quantum well) the electrons will also experience the

Rashba SO field, given by [12]

~BR = CR [x̂ky − ŷkx] . (5.4)

The value of the CR is different for different structures, since it is a geometry

dependent parameter. Notably, for quantum wells in GaAs it can produce a
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contribution to the total effective SO field that has the same order of magnitude

as the linear Dresselhaus term [14].

An electron in such material experiences the vector sum of all these contribu-

tions to the SO field, and its spin is precessing accordingly. In the case with also

an externally applied magnetic field present, the spin precesses in the vector sum

of the total SO field and the external field. The principal difference between the

effective magnetic field from SO interaction and the externally applied magnetic

field is that the SO field does not affect the motion of the electron and only in-

teracts with the spin (when neglecting higher order relativistic corrections). An

externally applied magnetic field, however, also couples to the electron orbit and

induces cyclotron motion for the mobile electrons in the material. This effect

of the external B-field on the electron motion can be nearly absent for electron

states with strong quantum confinement. The confinement energy can then for-

bid the orbits to form, as for example in the case of a magnetic field in the plane

of a narrow quantum well). The formation of cyclotron orbits is further discussed

in the Methods section.

5.3 Method

Our numerical approach is based on a semi-classical picture for the electron mo-

tion in the material. Electrons are assumed to move with Fermi velocity (in-

dependent of the momentum direction). They never escape the region of the

interest as they scatter on the walls elastically. For smooths wall this will be

specular scattering, while elastic scattering on a wall with surface roughness is

modeled as elastic scattering in a random direction. Electrons also have a have

probability to scatter inside the volume of interest, which is defined by the mo-

bility. This approximation for electron motion is valid for motion in directions

without quantum confinement, and for the case of EF � kT,∆EZeeman, ESO.

For a more detailed explanation of approach, the basic model and assumptions

were refer to Chapter 4 and our previous work [15, 16]. This work and related

results from the Folk group [17, 18] on modeling the spin dynamics in confined

structures of material with a two-dimensional electron system showed that this

approach is reliable and efficient.

Here we focus on the modeling of the temporal evolution of spin polarization

in a three-dimensional electron ensemble that is ballistically confined in a wire

(typical dimension is 1 µm by 1 µm by 200 µm). The total SO field that electrons

experience consists of the bulk Dresselhaus term (Eq. 5.1) and the Rashba term
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kx

ky

kz

Figure 5.1: The total spin-orbit field experienced by electrons with the Fermi velocity,

for the case where the contributions | ~BR| = | ~Bbulk
D | for electrons that move in the xy-

plane. This leads to Btotal
SO = 0 for electrons that move in [-110] and [1-10] direction,

and for some directions with non-zero kz.

(Eq. 5.4). Inclusion of the bulk Dresselhaus term is natural, while the Rashba

term for three-dimensional structures is rarely considered. Nevertheless a Rashba-

like SO field also appear for structures without a pure two-dimensional nature,

since the necessary requirement for heaving such SO present is hidden in the

asymmetry of the potential. A Rashba term should be effective in all cases with

a unidirectional electric field in the volume of interest.

In this case, exact cancelation of SO terms is also still possible for specific

directions of electron motion. The potential advantage of using three-dimensional

structures lies in the possibility of strongly tuning the cancelation of Rashba and

Dresselhaus terms by tuning the electron density (which is easy to achieve for

the optical experiments in which spin dephasing anisotropy (SDA) was observed

[10]). It comes from the fact that BD is proportional to k3, while the BR is linear

in k, and the value of kF in the system is defied by the total electron density. An

example of the engineered cancelation of SO field is presented in Fig. 5.1.

For the case with no external magnetic field the modeling of such a three-

dimensional wire is not very much different from the two-dimensional case (Chap-
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ter 4). However, the presence of such field with a magnitude that that is of interest

in the experiments requires to include the cyclotron motion of an electron. At

the same time, the calculation should keeping track of the spin precession in the

total field (external and SO fields), and check for momentum scattering on the

walls of the wire. This extension thus makes the calculations for the 3D case

computationally much more demanding than the 2D case. However, the simplic-

ity of this numerical approach on a complex physical situation still has counts

as an advantage in comparison with efforts that aim at analytically solving this

model.

A necessary requirement for observing SDA in three-dimensional wire is (as

for the 2D case) that the spin precession length is smaller than the transverse

wire dimension. For our simulations we kept the material parameters at values

that yield a spin precession length of about ∼10µm in zero external field. In the

numerical experiments we vary the wire orientation in the xy-plane. This is the

primary parameter in the search for SDA, that should appear as T ∗2 values that

depend on wire orientation. We also vary the electron density, strength of the

coupling parameter for the Rasba SO, and the value of the external magnetic

field.

5.4 Results

We expected non-zero SDA results for 3D wires (based on extrapolating our

findings for the 2D case) that would show a maximum T ∗2 for a wire orientation

along the direction with the smallest SO fields (all in xy plane, see for example

Fig. 5.1) A wire orientation perpendicular to this direction should then give a

minimum T ∗2 . For cancelation of BD by a BR term as in Fig. 5.1 this would lead

to a maximum T ∗2 for wires along the [-110] direction, and minimum T ∗2 for the

[110] orientation. However, while Fig. 5.1 represents the magnitude and sign for

BD and BR that we estimate for the experimental situation, the expected SDA

is then in fact opposite to what was observed in the experiments [10] (both 2D

and 3D wires had a peak in T ∗2 for wires in the [110] direction). This discrepancy

is further explored in the Section.

Note that in the three-dimensional case the direction of the SO field cance-

lation is opposite to that of the two-dimensional case (Fig. 5.2) if we focus only

on motion in xy plane. This comparison is for identical signs for the underlying

Dresselhaus and Rashba terms, but the symmetry changes because the effective

sign for the Dresselhaus contribution gets reversed (see Eq. (5.1), for the 2D case
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Figure 5.2: (a) A schematic representation of the spin-orbit (SO) fields as an effective

magnetic field for selected points (Fermi circle with radius kF in the kxky-plane) in

a two-dimensional k-space. The SO field is the sum of the Rashba field and linear

Dresselhaus field for the two-dimensional case with exact cancelation for k-vectors in

[110] direction. (b) A similar representation for selected points in a three-dimensional

k-space (top view onto a Fermi sphere with radius kF ), with the total field as the sum

of the Rashba field and the bulk (cubic) Dresselhaus field for the three-dimensional

case. Both the magnitude and direction of the total SO field are depicted as arrows.

For the 2D and 3D case the Rashba term has the same sign, while the Dresselhaus SO

field is reversing its sign (in the xy-plane). This sign flip is due to the fact that for the

2D case 〈k2
z〉 � k2

x + k2
y, while the dominant motion in the xy plane for the 3D case is

carried by electrons with kz ≈ 0 and k2
z ≈ 0.

〈kz〉 = 0 and 〈k2
z〉 � k2

x + k2
y, while the dominant motion in the xy plane for

the 3D case is carried by electrons with kz ≈ 0 and k2
z ≈ 0). Also the SU(2)

symmetry [5] for the thee-dimensional bulk case is not applicable.

Results for zero external magnetic field

We start the discussion of results with the simulations for zero external magnetic

field. Here the electrons move randomly in the wire and experience specular

scattering on the edges and random scattering inside the wire. The spin ensemble

is prepared in a state that points in the the [001] direction.

Calculated time traces with the expectation value for spin polarization in the

ensemble are presented in the Fig. 5.3. As in Chapter 4 we plot 〈Sr〉 (spin expec-

tation value in the direction that it is maximum) to account for collective spin

precession, but for this plot it overlaps with results for 〈Sz〉. The spin expectation
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Figure 5.3: Ensemble spin expectation value 〈Sr〉 as a function of time for different

wire orientations.

value for an ensemble is decaying in time due to precessional dephasing in the SO

fields. For wires along the [110] direction the spin dephasing is clearly suppressed

in comparison with wire in the other directions.

We investigated the T ∗2 values for a range of wire orientations (Fig. 5.4(a)).

The wire direction [110] yields the slowest spin dephasing for an electron spin

ensemble. Notably, this is consistent with the experimental observations [10], but

opposite to our qualitative expectation that the directions on the Fermi sphere

with near-zero SO fields determine the direction in which wires give the longest

T ∗2 values (as for a 2D case). Thus, this qualitative argument can not explain the

results for the 3D case (see Fig. 5.2).

To make a connection to the standard motional narrowing picture [19] we

change the scattering on the edges of gthe wire to non-specular (scattering in a

random direction). Results for this case are presented in Fig. 5.4(b). Now the

simulations do give the longest T ∗2 values for wires in the [-110] direction, and

minimal values for [110] oriented wires. These results are indeed consistent with

the motional narrowing mechanism, and simply show the longest T ∗2 for the wire

direction where the spin-orbit field is the smallest for electron motion along the

wire (and vice versa). Dephasing by the highest SO field values during motion
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Figure 5.4: The spin-dephasing time T ∗2 of a spin ensemble plotted as a function of

the wire orientation. (a) For electrons with specular momentum scattering on the edges

of the wire. (b) For electrons with non-specular momentum scattering on the edges of

the wire.

transverse to the wire direction is suppressed by frequent momentum scattering

on the walls.

Additional checks that we performed include specular scattering for a wire

with transverse dimensions of 0.7 µm by 1.4 µm. This gave results very close

to the SDA as for specular scattering in the wire with 1 µm by 1 µm transverse

dimensions. Further, we checked that setting the Rashba term to zero for the

case of specular scattering gave T ∗2 ≈ 0.33 ns, with almost no dependence on wire

orientation.

From comparing these cases we conclude that for the case of specular scat-

tering the spin dephasing anisotropy is not due to the confinement enhanced

motional-narrowing effect. Instead, it must be due to an interplay between repet-

itive ballistic electron trajectories (from frequent wall collisions) in the wire and

the anisotropy in the spin orbit fields. The mechanism then has similarities with

the phenomenon of ballistic spin resonance that can occur in wires based on 2D

electron systems [13]. However, here it can already occur when the width of

the wire is well below the spin precession length. Studies that can confirm this

picture are in progress.

Since the scattering mechanism for wire edges in the real devices is more likely

to be specular (due to screening the potential of the edges is smoothed) we further
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focus only on this type of the scattering.

It is useful to attribute a numerical value to the SDA. For our further studies

we define it is as the ratio between the spin dephasing time in a wire along the

[110] direction and a wire along the [-110] direction.
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Figure 5.5: Spin dephasing anisotropy SDA as a function of simulation parameters.

Data points from the numerical experiments are supported by a guide to the eye (solid

line). (a) Electron density dependence of the SDA. (b) Dependence of SDA on the

relative strength of the Rasha SO field (normalized to the value which yields |BR| =

|Bbulk
D | in the xy-plane).

To investigate the link between the SDA and exact cancelation of the SO field

along the direction perpendicular to the wire we vary two simulation parameters.

Results from varying the density of electrons (and thereby kF ) in the wire are

presented in Fig. 5.5(a). We observe a maximum SDA for the value of the electron

density which leads to exactly zero SO field in the direction [-110]. This provides

further evidence that the symmetry of the SO fields indeed underlie the SDA.

This is further confirmed by results for the SDA as a function of the strength

of the Rasha spin-orbit coupling [Fig. 5.5(b)]. We see here similar behavior as

in Fig. 5.5(a). The SDA weakens when deviating from values which give exact

cancelation of the two SO fields for electrons with k-vectors in the [-110] direction.

Magnetic field dependence

We now turn to discussing the results of calculations where the effects of an

external magnetic field are included in the model. A first remark is that we
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observed that the SDA as in Fig. 5.4 collapses in fields of about 1 Tesla, for

any direction of the field. At the same time, we observe that analysis of this

collapse is complicated because a richer structure in the dependence of T ∗2 on

wire orientation appears.
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Figure 5.6: Spin dephasing time and momentum scattering in wires in an external

magnetic field. (a) The spin dephasing time T ∗2 for different wire orientations at 4 Tesla

and 6 Tesla. (b) The momentum scattering rate for motion in specific directions at

B=4 Tesla. The scattering rate represents the amount of scattering for motion in both

(positive and negative) directions in the specified direction.)

This is illustrated in Fig. 5.6, with results for a B-field along the [100] di-

rection. Upon increasing the external field to a few Tesla, the typical dephasing

times increase since the relative strength of the SO fields is getting smaller. For

ideal alignment of the field with a wire (i.e. a wire in the [100] direction) there

is a sharp peak in the T ∗2 which we attribute to the formation of stable cyclotron

orbits that are not disturbed by wall collisions. The electrons can then move

freely along the wire with very small probability to scatter on the edge, and

such trajectories preserve the averaged spin orientation. This interpretation is

supported by the study of scattering rates that is presented in Fig. 5.6(b).

As soon as the wire orientation deviates a small amount from this ideal align-

ment, the cyclotron orbits are no longer closed, but turn into skipping orbits on

the walls. This comes along with frequent random scattering and differences in
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the precession dynamics within the electrons ensemble (observed as much lower

T ∗2 values). In this regime the external magnetic field is dominating the motion

of electron trajectories, and this in turn governs the spin dephasing.

5.5 Conclusions

We presented a numerical tool for studying the temporal evolution of spin en-

sembles in micronscale structures of bulk GaAs material. Our modeling tool is

based on a semiclassical picture for the electron spin in the material. Simulations

with this tool show spin dephasing anisotropy (SDA) for electron ensembles in

quasi-ballistic wires. These calculations serve as a theoretical background for ef-

fects which have been observed experimentally. We quantify the spin dephasing

times and SDA for material parameters as in the experiment, and find reasonable

agreement.

By comparing results for specular and non-specular momentum scattering on

the edges of the wires we find that the spin dephasing anisotropy in 3D wires

with specular scattering arises due to a different mechanism than confinement-

enhanced motional narrowing. We attribute the observed SDA to a new mech-

anism that can be pictured as ballistic spin resonances that occur due to the

interplay between repetitive scattering trajectories and the symmetries in the

spin-orbit fields. Notably, this already occurs when the spin precession length is

smaller than the transverse wire dimensions. Our SDA findings agree with the

experimental results (for which can indeed expect specular scattering), while the

motional narrowing picture does not.

We also studied the effect of an external magnetic field on a spin polarized

electron ensembles in a wire. For values of the magnetic field where the cyclotron

radius is smaller than the wire width the field dominates that character of the

electron trajectories and the amount of wall scattering. In turn, this is decisive

for the spin dephasing time. These results are very sensitive to the alignment of

the wire with respect to the magnetic field and the crystallographic axis.

We thank S. Artyukhin and A. Rudavskyifor help and valuable discussions

and acknowledge the support of the High Performance Computing Center at the

University of Groningen.
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Chapter 6

Ultrafast mapping of optical

polarization states onto spin coherence

of localized electrons in a semiconductor

Abstract

We experimentally demonstrate an ultrafast method for preparing

spin states of donor-bound electrons in GaAs with single laser pulses.

Each polarization state of a preparation pulse has a direct map-

ping onto a spin state, with bijective correspondence between the

Poincaré-sphere (for photon polarization) and Bloch-sphere (for spin)

state representations. The preparation is governed by a stimulated

Raman process and occurs orders of magnitude faster than the spon-

taneous emission and spin dephasing. Similar dynamics governs our

ultrafast optical Kerr detection of the spin coherence, thus getting

access to spin state tomography. Experiments with double prepara-

tion pulses show an additive character for the preparation method.

Utilization of these phenomena is of value for quantum information

schemes.

This chapter is based on Ref. 3 on p. 103.

73
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6.1 Introduction

The ability to rapidly prepare and detect arbitrary spin states is of key interest

in the fields of quantum information [1] and spintronics [2]. This is currently ex-

plored with the electron spin in many different material systems such as atomic

gases [3, 4, 5, 6], quantum dots [7, 8, 9, 10, 11, 12] and defect centers in diamond

[13, 15, 14]. Donor-bound electrons in semiconductors (D0 systems) are another

interesting system [16, 17, 18, 19, 20, 21], as they provide optically active centers

with atom-like properties in solid state: D0 systems combine a high level of homo-

geneity for ensembles (as for atomic vapors) with strong optical transitions and

the ability to nano-fabricate and integrate very compact optoelectronic devices

with semiconductor processing tools.

We report here a method for preparation and detection of arbitrary D0 spin

states with picosecond laser pulses, using GaAs with Si donors at very low con-

centration. The polarization state of the pump pulse fully determines which

spin state is prepared. Such preparation [22] and tomographic detection [23] was

recently also reported for a GaAs quantum well system. However, there spin

coherence was prepared for photo-electrons from single-photon transitions, such

that the coherence was limited by electron-hole recombination (∼300 ps). We de-

veloped an analogous method, but with two-photon Raman transitions between

the two D0 spin states, such that spin coherence is prepared for donor-bound

electrons and thus not limited by electron-hole recombination.

Preparing pure spin-up and -down states by optical pumping was already

demonstrated with the GaAs D0 system [17, 19]. Preparation of arbitrary spin

states was demonstrated using Coherent Population Trapping (CPT) [16, 21],

but the spectroscopic character of this method makes it difficult to control the

phase of the quantum state. Moreover, in both cases the preparation takes a few

cycles of the spontaneous emission time (∼1 ns). Work with detuned picosecond

laser pulses demonstrated all-optical spin manipulation [19] and spin echo [20]

with a spin coherence time T2 in excess of 20 µs. Our work here adds picosecond

preparation and detection to the available operations for D0 spins, thus expand-

ing a set with a ratio between coherence time and operation time in excess of

107. Completing such a set of tools is essential for investigating quantum error

correction schemes [24].
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Figure 6.1: (a) Energy levels and optical transitions of the D0-D0X system. (b) Bloch

sphere representation of electron spin states (left) and Poincaré-sphere representation

of the photon polarization states (right). The field ~B causes spin precession about

the z-axis. Laser pulses propagate along the x-axis and drive spin state preparation,

and subsequent detection with a delayed pulse. (c) Time-resolved Kerr rotation signals

displaying the time evolution of four different initial states in the Bloch-sphere equa-

torial plane (offset for clarity). The phase of the oscillations in each trace corresponds

to the precession phase of the spin state. The initial spin state is determined by the

polarization of the preparation pulse, as labeled with matching symbols in (b) and (c).

Comparing the oscillations at –for example– the dashed line (at 175 ps delay) shows

four different phase values.

6.2 Experimental realization of bijective map-

ping

We explored the preparation of spin states with laser pulses that are resonant

with transitions of the D0 system to states with an additional electron-hole pair

(donor-bound trion system D0X). However, with fast pulses it is impossible to

address transitions to the lowest D0X level |e〉 only, since within the spectral

width of a short laser pulse it has many energy levels [Fig. 6.1(a)]. The selection

rules for these transitions are –despite extensive studies [25, 16, 21]– not yet fully
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understood. The coupling to these higher levels can play a role, as well as weak

coupling to other solid-state excitations [19]. This situation is therefore difficult

to assess theoretically. Experimentally, we find nevertheless remarkably simple

and robust behavior for the preparation and detection. The results systematically

show the behavior of an effective three-level system, and the associated quantum

optical effect of CPT that was observed in D0 studies with continuous wave (CW)

lasers [16, 21]. While the higher D0X levels can be modeled with one effective

|e′〉 level [18], we have at this stage no complete understanding of the fact that

these levels have such little influence on the spin preparation and detection step.

We therefore describe the D0 system as a typical three-level Λ-scheme [19] for

which a spin-up and -down state (|↑〉 and |↓〉) both have an optical transition to

the same excited state |e〉 [Fig. 6.1(a)]. The degeneracy of |↑〉 and |↓〉 is lifted by

an applied magnetic field | ~B| = 7 T along the z-axis. The state |e〉 is then the

lowest energy level of the D0X complex, with two electrons in a singlet state and

a hole with mh = −1
2

[20]. We use optical propagation orthogonal to ~B (Voigt

geometry). High-resolution spectroscopy for this case [21] showed selection rules

where the |↑〉-|e〉 transition only couples to H-polarized light (linear polarization

orthogonal to ~B), and the |↓〉-|e〉 only to V-polarized light (parallel with ~B). The

polarization of light will further be denoted as quantum states |H〉, |V 〉, and we

also use the notation |D±〉 = 1√
2
(|H〉 ± |V 〉) and |σ±〉 = 1√

2
(|H〉 ± i|V 〉).

The mentioned CPT physics results from destructive quantum interference in

the system’s dynamics when driving the H- and V-transition at the same time.

The system then gets trapped in a coherent superposition of the |↑〉 and |↓〉
states only [26, 16, 21]. This state is proportional to ΩV |↑〉 − ΩH |↓〉, where

the complex optical Rabi frequencies ΩH and ΩV account for both the amplitude

and the phase of two selectively applied driving fields. In the conventional CPT

case (driving with a pair of weak CW lasers), the transition from an incoherent

initial state into the CPT state takes a few times the spontaneous emission time

[26]. For our present work, however, we consider the case where we drive both

transitions with a single picosecond laser pulse which has an H- and V-component,

and with a spectral width (∆E = 1.8 meV) that is larger than the D0 Zeeman

splitting (EZ = 0.16 meV). The polarization state of the pulse α|H〉 + eiϕβ|V 〉
thus determines how it interacts with the three-level system, and we find behavior

that is consistent with the mapping

α|H〉+ eiϕβ|V 〉 → β |↑〉 − e−iϕα |↓〉, (6.1)

where α and β are positive real-valued probability amplitudes, and ϕ is a phase
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Figure 6.2: (a) The phase φK of oscillations in Kerr signals for different probe polar-

izations, as a function of the phase difference ϕ between the H- and V -component in

the preparation pulse (see also the polarization labels on the top axis). Empty symbols

correspond to the data extracted from Fig. 6.1(c). (b) Amplitude (right axis) and phase

(left axis) for the oscillating Kerr signal as a function of polarization angle (see again

the top axis for polarization labels) for a linearly polarized preparation pulse (with

–unlike (a)– using in the fits a negative amplitude rather than a phase change of π).

for the quantum superpositions. The swap of α and β and sign change for the

phase directly reflect the underlying CPT physics. We thus operate a unique

mapping from polarization state onto spin state with direct correspondence be-

tween the Poincaré-sphere (for polarization) and Bloch-sphere (for spin) state

representations [Fig. 6.1(b)].

Typical results are presented in Fig. 6.1(c). We used a stroboscopic pump-

probe method with Kerr detection (further discussed below) for time-resolved

preparation and detection of D0 spin coherence. Figure 6.1(c) shows oscillating

Kerr signals that directly reflect the precession of prepared spin states about the

field ~B. Notably, the phase of the precession is determined by the polarization of

the pump pulse, and can be traced back to an initial state that shows a unique

mapping between polarization and spin states.

We used an epitaxial GaAs film grown along [001] of 10 µm thickness with

Si doping at nSi ≈ 3 × 1013 cm−3 (same material as our CPT results [21] but
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with the epitaxial lift-off process omitted). Measurements were performed at

4.2 K in an optical cryostat with superconducting magnet, and with pump and

probe laser beams at normal incidence to the sample plane. The pump and probe

beams were focused into a spot of 120 µm diameter. The laser photon energy was

E =1.5167 eV (unless stated otherwise) and tuned to resonance with transitions

from |↑〉 and |↓〉 to |e〉. This photon energy is sufficiently low for avoiding the

generation of a significant amount of free excitons. The spectral width of the laser

pulses was reduced to 1.8 meV by filtering with a tunable liquid-crystal Fabry

Perot (LCFP). All measurements were performed in the regime T ∗2 < Trep < T1,

where T ∗2 ≈2 ns is the ensemble transverse spin dephasing time, Trep ≈12 ns is

the laser repetition time, and T1 ≈1 ms is the D0 longitudinal spin relaxation

time (value taken from Ref. [17]).

For determining the D0 spin state we measure the Kerr rotation of a re-

flected probe pulse, while scanning a controllable delay t between preparation

and probe pulses. The polarization rotation is measured with a polarization

bridge. Widespread application of this technique showed that it measures spin

orientation along the probe beam when applied to a continuum of transitions in

a semiconductor [27]. However, we apply it to the discrete set of transitions of

the D0-D0X system, and find that we can measure the D0 spin state along any

desired basis by choosing the probe polarization. This gives access to spin state

tomography, analogous to the method that was developed for GaAs quantum

wells [23].

Figure 6.2(a) presents results from a systematic study of phase values φK
that appear in the oscillations of the measured Kerr signals, obtained with four

different linear polarizations of the probe. The phase values φK were obtained

by fitting the signals to a function with factor cos(ωLt + φK) to represent the

oscillations at the Larmor frequency ωL, and with a mono-exponentially decay-

ing envelope. The φK values are studied as a function of a continues range of

phase values ϕ applied in preparation pulses with polarization states in the form
1√
2
(|H〉 + eiϕ|V 〉) (these are all states on the Poincaré-sphere equator, and the

plot includes the results of Fig. 6.1(b,c) with matching symbols, for states that

were prepared with phase values ϕ = 0, π/2, π and 3π/2). The four straight lines

evidence that our method can prepare any state on the equator in a manner that

is consistent with the mapping as in Eq. 6.1. In addition, the phase offset be-

tween the four straight lines confirms that the probe polarizations |V 〉, |D+〉, |H〉,
|D−〉 measure spin orientation along the −x, −y, +x, +y direction, respectively.

We focussed on measuring the equator states, as these carry a clear signature of



6.3 Robustness of spin preparation 79

spin precession for which we can analyze the phase after careful calibration of

the point of zero pump-probe delay. Our results indicate that spin orientation

along the z-axis can be measured with |σ±〉 probe polarization, but this was more

difficult to measure given the long T1 time for our system.

For the preparation, we could confirm the mapping of Eq. 6.1 with states below

or above the equator, with a continuous range of polarization states α|H〉+β|V 〉,
with varying real α and β and fixed ϕ = 0. This shows, for example, a sinusoidal

modulation of the amplitude of Kerr oscillations at a fixed phase for the signal

of spin-orientation along the −x-axis [Fig. 6.2(b)]. This study thus confirms that

our method shows bijective mapping between polarization states and spin states,

both for preparation and detection.

Since the excitation occurs at energies which are below the GaAs band gap

(and resonant with D0 transitions), the presented Kerr signals are purely due to

D0 spin coherence (in the part of the signal beyond a delay of ∼25 ps). This is

confirmed by the fact that the signals live longer than the various electron-hole

recombination processes that can occur in this system. In addition, we find in all

traces a g-factor of |g|=0.423±0.002, which is consistent with the D0 case at 7 T.

This provides evidence that both the preparation and detection must be due to

a stimulated Raman process that occurs during the pulses.

6.3 Robustness of spin preparation

We studied the robust character of our method by varying the intensities and

detuning of the laser pulses. The amplitude of Kerr signals (directly representing

spin coherence) in Fig. 6.3(a) appears to be proportional to the optical Rabi

frequency of the excitation (note that the scale represents actual measured Kerr

rotation angle). It remains almost linear until 10·P0 (high-P data not shown).

This behavior is consistent with the presence of chirped modulation in the laser

pulses [11, 12] (which appears in our setup after spectral filtering of the laser

with the LCFP). At the lowest measured pump power the extracted T ∗2 is close

to the nuclear field limited value [16, 21]. Upon increasing the excitation power

the spin dephasing time shortens. This is probably due to the generation of

free excitons [28] (for which the red-detuned wing of the absorption line weakly

overlaps with the spectrum of our pump pulse). Subsequently, the presence of

free excitons leads to a capture-release and dynamics [29] on D0 sites and this

disturbs the D0 spin coherence. Otherwise, our preparation and detection scheme

are robust against a significant change in laser power (in particular, the phase of
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the observed spin precession is not strongly affected). Increasing the pump laser

power reduces the ratio between the T ∗2 coherence time and the operation time,

but it does not affect the phase information of the spin state.
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Figure 6.3: (a) Dependence of the spin dephasing time T ∗2 (left axis, solid line is

guide to the eye) and Kerr oscillation amplitude (right axis, solid line is linear fit)

on preparation power P , where P0=1 mW. (b) Spin dephasing time T ∗2 and the Kerr

oscillation phase φK as a function of laser detuning. (c) Kerr signals for different

excitation photon energies (tuned simultaneously for preparation and probe pulses).

Data is offset for clarity. Polarizations of pump and probe beams are |D−〉 and |D+〉
respectively.

By increasing the photon energy for the laser pulses from exact resonance

we test how robust our spin preparation and detection method is with respect

to an increased role for the higher levels |e′〉 of the D0X complex [Fig. 6.1(a)].

Increasing the photon energy results in stronger interaction with these levels,

and Fig. 6.3(b) shows that a 1 meV blue detuning gives a 0.18 π phase shift to

the observed spin precession. At the same time, the efficiency of state prepara-

tion goes up (higher signal amplitude) while the spin dephasing time goes down
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[Fig. 6.3(b,c)]. This can be explained as follows: More levels involved in the

Raman process gives a higher efficiency for the preparation process, but different

polarization selection rules for the higher levels |e′〉 [21] also cause a phase shift

for the state that is prepared. At the same time, the number of free excitons that

are created by the pump pulse also increases, and this probably is the main cause

for the reduction of the spin dephasing time. The method therefore functions

best and is most robust for pulses that are resonant or slightly red detuned from

exact resonance with transitions to the lowest D0X level |e〉.

6.4 Repeated preparation of a spin state

Further insight into the robust character of our preparation method can be ob-

tained from applying a preparation pulse to an ensemble which already contains

spin coherence [10]. To this end, we performed experiments with two identical

preparation pulses in sequence, where the repeated pulse (RP) is reaching the

system after a controllable delay with respect to the initial pulse. Figure 6.4

shows the evolution of the spin state with and without applying the RP, and

for two RP delay values that differ by ∆t. The RP can either enhance [Fig. 6.4

middle trace] or suppress [bottom trace] the original spin signal [top trace], and

this depends on the delay between the initial pulse and RP. In particular, the

enhancement (suppression) occurs when the RP prepares a state that is in phase

(in counter phase) with the ensemble’s ongoing free precession, as labeled by

∆ϕ = 0 (∆ϕ = π).
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Figure 6.4: Kerr oscillation traces for various delays between initial and repeated

preparation (RP) pulses (data offset for clarity).

Notably, the experimental data shows that the RP at our power levels does
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neither result in pure spin manipulation [19, 10], nor in pure preparation without

memory effects. Instead, the RP results in a state that is the vector sum of

the Bloch-sphere state vectors for the freely precessing state and the RP-induced

state. Since the RP comes when the original state is already partially dephased,

the resulting state does not show full cancelation in the case of an RP that adds

a state in counter phase. The additive character of precessing and RP-pulse

induced states points to the option to use D0 ensembles for storing the algebraic

sum of two or more quantum states.

6.5 Conclusions

In conclusion, we presented a picosecond spin preparation and detection method

for D0 electron spins, which gives a ratio of 107 between the T2 coherence time

and operation time. Our preparation and detection method show a simple and

robust bijective mapping between photon polarization states and D0 spin states.

While we have a strong indication that the mentioned CPT physics plays a role

for the preparation step, we have at this stage less insight in the mechanism that

underlies the detection step and can not provide a theoretical framework. It is

also not yet clear to what degree our preparation method induces an incoherent

population into the level |e〉 and higher levels. This would mean that we prepare

–with respect to the full three-level system– a partially coherent state in the

donor-bound electron systems. However, such states can still serve as a basis for

quantum information operations [30]. An exchange of quantum optical signals

between spin ensembles in different micronscale volumes could provide a path

to creating entanglement between the state of different spin ensembles, but it

remains to be explored how this can be worked out for ensembles that are partially

incoherent. We also obtained indications that very strong near-resonance optical

driving with fast pulses shortens the spin dephasing time, probably due to the

off-resonant generation of free excitons. This is difficult to circumvent and will

remain a concern for applications that aim to use higher optical power levels.

We thank the Dutch NWO and NanoNed, and the German programs DFG-
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Chapter 7

Optical time-resolved study of the

Landé g factor in n-doped GaAs

materials

Abstract

We present time- and energy-resolved measurements of the electron

g factor in GaAs materials with Si donors at concentrations at and

below the metal-insulator transition (n ≈ 1013 to 2 × 1016 cm−3).

Results were obtained with optical Kerr readout. We studied the

dependence on doping concentration, density of photo-carriers, pho-

ton energies and magnetic field. While the widely reported g factor

values for these conditions predict g = −0.44, we systematically find

values in the range −0.49 to −0.44 for delocalized electrons at low

energies in samples where donor sites form a band. With a wavelet

analysis a drift of g factor values during transient spin precession

signals is revealed. The spin dynamics in this regime provides a

test for fundamental understanding of semiconductors, and complete

characterization is a prerequisite for optical studies of GaAs-based

spintronic devices.
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7.1 Introduction

The Landé g factor for an electronic state in a semiconductor is highly sensitive

to the associated band structure. Detailed studies of g factor values therefore

provide an interesting test for our fundamental understanding and theoretical

modeling of these materials [1, 2, 3, 4, 5]. Semiconductor materials are also cen-

tral in research that aims to develop spintronic functionalities. Here, knowing

g factor values is essential, and it is of interest to understand how material pa-

rameters influence the g factor values. A distribution of g factor values within a

precessing electron spin ensemble can dominate the inhomogeneous loss of spin

coherence, and it is interesting to understand how external control on a device

can manipulate the g factor [6].

For direct band-gap semiconductors, optical time-resolved Kerr-rotation (TRKR,

as used in this work) and Faraday-rotation measurements have been established

as standard techniques for the characterization of electron spin dynamics [7]. By

tuning the experimental parameters such as photon energy, external magnetic

field, and intensity of the optical pump beam one can study the response in

different materials, including complex layered structures [8, 9, 10, 11, 12, 13].

This points to another situation that requires reliable knowledge about g fac-

tors: When the TRKR technique is applied to studies of spin dynamics in

GaAs/AlGaAs and GaAs/InGaAs heterostructures, TRKR signals can be a su-

perposition of signal contributions from different layers, which can be unraveled

using differences in g factor [14, 11, 12]. Such studies also require knowledge

about the instantaneous g factor value during intraband kinetic energy relax-

ation of photo-electrons.

We report here a time- and energy-resolved study of the electron g factor in

GaAs materials with Si donor concentrations n at and below the metal-insulator

transition (MIT), using samples with n ≈ 1013 to 2 × 1016 cm−3. GaAs materi-

als with this MIT level of doping (n ≈ 2 × 1016 cm−3) were extensively studied

in recent years, since the spin dephasing time as a function of n peaks here at

an exponentially enhanced value [15, 16, 17]. Despite this large body of earlier

work, we found in our studies on this material g factor values that strongly de-

viate (−0.49 < g < −0.44) from what is commonly reported (g ' −0.44) for

MIT materials, or even any GaAs material. We carried out TRKR studies at

very low optical intensities and with low photon energies and find that g factors

g < −0.44 originate from delocalized electrons in the donor band. We support

this conclusion by studying in parallel ultrapure GaAs samples without a donor
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band, but which still have a very low level of intentional doping with Si donors.

This allowed us to confirm that the g factors g < −0.44 do not occur for localized

donor-bound electrons (D0 systems, which have g ≈ −0.42) or for free electrons

in the intrinsic conduction band. Thus, our work includes TRKR studies that

directly probe the spin dynamics of such D0 systems. Previously used techniques

were not sensitive to D0 spins [16], or could not distinguish between the contri-

bution from conduction electrons and these donor-bound electrons [18, 5, 19, 20].

The most widely reported value for the GaAs g factor is g = −0.44. In

addition, it is well described that g > −0.44 can occur due to a diamagnetic shift

of the electronic levels, band filling, and quantum confinement in a GaAs layer.

This behavior can be approximated as

g = g0 + γE, (7.1)

where E is the electron kinetic energy E (with respect to the bottom of the

conduction band). The accepted values for bulk GaAs are [1, 21, 22] g0 ≈ −0.44

and γ ≈ 6.3 eV−1. There were, nevertheless, a few reports that mentioned

g factors g < −0.44 without making a systematic study of this deviation [23].

Only recently, Hübner et al. [5] reported for the first time a systematic study with

g factors in the range −0.49 to −0.44 for low-energy electrons in a GaAs sample

with 1.2 × 1015 cm−3 Si doping. These authors suspected these values could

be only observed with their low-invasive measurement technique (spin-quantum-

beat spectroscopy of photoluminescence signals). We extend this study here by

applying TRKR as a fully time- and energy-resolved measurement technique, and

by including a wider range of doping concentrations. Our work demonstrates that

the g factors in the range −0.49 to −0.44 can also be observed and studied with

TRKR. However, while the authors of Ref. [5] conclude that the g factors g <

−0.44 occur for low-energy electrons in the intrinsic conduction band (rather than

delocalized electrons at donor levels), our work points to the opposite conclusion.

We strengthen our analysis by applying a wavelet transform for directly an-

alyzing the role of drifting g factor values during transient TRKR signals. This

allows for getting fully time-resolved measurements of the g factor for optically

induced spin coherence. The results are consistent with the picture that g factors

get closer to zero with increasing kinetic energy for electron populations in bands.
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7.2 Results

For our experiments we used three GaAs samples with Si doping at different

concentrations: sample A and B have donor concentrations 3 × 1013 cm−3 and

1 × 1014 cm−3, respectively (the same materials as in Refs. [24, 25], without

epitaxial lift-off). At these low concentrations the donor electrons are localized

around the Si sites and neighboring electrons do not interact. Sample C is the

MIT sample with n ≈ 2 × 1016 cm−3 (the same wafer material as in Ref. [26]),

in which the donor states form a band. All experiments were performed at a

temperature of 4.2 K in an optical cryostat with a superconducting magnet for

supplying fields up to 7 T. The applied fields at the sample location were known

with a precision better than 1 part in 103. For the TRKR measurements we used

the Voigt geometry (light propagation perpendicular to the sample plane, while

the external magnetic field is in plane of the sample).

A tunable Ti:sapphire laser with ∼150 fs pulses at 80 MHz repetition rate

provided the pump and probe beams for the TRKR technique. The beams were

focused into fully overlapping spots on the sample with a diameter of 120 µm.

The spectrum of pulses was narrowed down to ∆λ = 1.2 nm by tunable Fabry-

Pérot filters. This allowed us to have better energy selectivity while keeping the

time resolution in the experiment below 1 ps. Both pump and probe were filtered

separately, which gave the possibility to perform single- (pump and probe beam

at the same wavelength) and two-color (pump and probe beam at different wave-

lengths) TRKR experiments with a single laser source. The polarization of the

pump pulses was modulated between σ+ and σ− with a photoelastic modulator

at 50 kHz. This ensures that dynamical nuclear polarization effects are negligible

in our experiments. While varying the time delay t between pump and probe

pulses the rotation of the reflected probe pulse was recorded. A typical TRKR

trace is presented in Fig. 7.1(a).

Figure 7.1(b) presents photoluminescence (PL) data from samples A, B and

C. The relative peak strength of the donor-bound exciton emission (labeled D0X)

gets more pronounced with increasing doping concentration, while the contribu-

tion from free excitons (X) gets weaker. Mapping out these PL spectra for all

magnetic fields is important for proper selection of the pump and probe photon

energies in our TRKR experiments (but for sample C we will also use the spectral

dependence of the TRKR signals themselves, as discussed later). Unless stated

otherwise, our TRKR studies focused on resonant probing of electrons in the

energetically lowest states that appeared in the PL spectra. In sample A and B
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Figure 7.1: (a) Typical example of a TRKR signal from D0 spins in sample A (single-

color TRKR with λ = 818.5 nm and 1 mW pump power). (b) Photoluminescence

results from samples A, B and C for B = 0 T (gray) and B = 7 T (black) (the

narrowest spectral features correspond to the resolution of the spectrometer). (c) Spin

dephasing time (T ∗2 ) and g factors as a function of the pump beam power. The pump

and probe wavelengths used in this study were tuned at the donor photoluminescence

peak for all three samples.

this concerns the optical transition between the localized D0 system and the lo-

calized donor-bound exciton complex (D0X system). However, for sample C the

PL peak can not simply be attributed to donor levels. At donor concentrations

n ≈ 1015 cm−3 the wave functions of neighboring donor electrons already overlap

for a significant portion of the donors. With increasing n this further develops

into a donor band that touches the intrinsic GaAs conduction band. This means

that the low-energy PL emission comes from the recombination of delocalized
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excitons.

A consequence of the above is that the spin dephasing times T ∗2 and g factors

(as derived from TRKR traces) differ qualitatively for samples with doping below

(A and B) and above (C) the donor-band formation point in their dependence on

experimental parameters. Figure 7.1(c) shows clearly different behavior for the

dependence of T ∗2 and g on the optical pump power for n-doping above and below

of 1015 cm−3. Notably, for sample A and B at low pump powers these TRKR

results reflect spin precession of D0 electrons (here preparation and detection

occurs via a stimulated Raman process, and the carriers in the D0X complex do

not contribute to the signal [25]). These show a constant g factor of g = 0.423

(at B = 7 T) up to pumping with 7 mW. For stronger pumping sample A and

B show very short-lived TRKR signals that also start to reflect spin precession

of delocalized electrons (with g ≈ −0.44), since the excitation of free excitons is

no longer negligible. A detailed discussion of this data from sample A and B is

presented in Ref. [27].

Sample C, on the other hand, shows a g factor that sharply increases from

g = −0.45 (at B = 7 T). For such a MIT sample it is difficult to draw a clear

line between the donor band and the conduction band. Band filling effects are

here responsible for the continuous dependence of the g factor on pump power.

At low pump power the measured g factor represents the value that corresponds

to the electronic levels that are in resonance with the probe photon energy. At

higher pump powers, the dependence of g on pump power is due to the rise of

the quasi-Fermi level for photo-electrons, and it thereby reflects the dependence

of the g factor on energy (Eq. (7.1), the energies of the states that dominate the

TRKR response increase due to the band filling [22]). The increase of T ∗2 with

pump power for sample C is consistent with the theory for spin dephasing in the

metal-insulator transition phase [16].

We further explored the sharp decrease in g to values below g = −0.44,

as observed with sample C while going to very low pump powers [Fig. 7.1(c)].

Our further studies concentrate on behavior in a weaker magnetic field of B =

1 T. Here, the g factors have less of a diamagnetic shift towards zero, while the

precession frequency is still high enough for precise measurements of g. Since

it is for sample C difficult to distinguish between conduction- and donor-band

electrons, we first made a detailed TRKR study at low pump powers, with the

pump photon energy above the band gap and for different probe photon energies

(Fig. 7.2). With the narrow spectral width of the probe beam (∆λ ≈ 1.2 nm)

we thus get TRKR traces for which the response is dominated by electrons from
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Figure 7.2: TRKR signals from Sample C, showing the dependence on probe photon

energy (labeled as wavelengths). For all traces pumping occurred with 810 nm light at

1 mW. Probing with light around 818 nm shows TRKR traces with non-monotonous

behavior of the envelop function, and this marks the transition from donor-band to

conduction-band dominated response.

either the donor-band states or the conduction-band states. For B = 1 T the

expected energy for the intrinsic band gap corresponds to ∼818 nm probe light

[28]. We observe indeed a clear transition around 817.5 nm in the series of TRKR

traces in Fig. 7.2, as summarized in these points:

(1) There is a sign flip for the Kerr rotation (consistent with a sign flip for the

spin-selective dispersion [29]), associated with a switch from blue-detuned to red-

detuned probing of a resonance.

(2) In particular the trace for 818 nm shows that the TRKR can be sensitive

to conduction and donor electrons at the same time, possibly also influenced by

relaxation dynamics between these two populations. This signal shows a node in

its envelope around 1.8 ns delay, and an overall reduction in amplitude. Similar

effects were observed in recent transmission experiments [30, 31].

(3) Traces with probe photon energies higher than the band gap have a signal
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Figure 7.3: Values of the g factor from TRKR signals from sample C. (a) Dependence

on pump beam intensity. Here g factors are determined from a Fourier transform of

TRKR data. Pump and probe were at 819 nm and B = 1 T. (b) Dependence of g factor

values (gray scale) on pump beam intensity and pump-probe delay. Here g factors are

derived with a wavelet analysis (see main text). The dashed line indicates the spin

dephasing time T ∗2 for the TRKR trace at a particular pump power.

envelope that shows a slow growth during the first few hundred picoseconds due

to carrier cooling (intraband relaxation) [30].

(4) Traces with probe photon energies smaller than the band gap show longer

T ∗2 values. This is most clearly observed as a residual spin precession signal at

negative delays (spin memory effect [15]) that occurs when T ∗2 ' Trep = 12.5 ns

(the repetition time for the laser).

We conclude from the study in Fig. 7.2 that for B = 1 T probing with wave-

lengths λp = 819 nm gives at low pump powers TRKR signals that predominantly

represent spin precession of electrons in the donor band. Figure 7.3(a) presents

for these conditions and λp = 819 nm the g factor values as a function of pump

power. Here g factors decrease to well below −0.48 for the lowest pump pow-

ers that we could use. These g factors were derived from the peak in Fourier

transforms of TRKR traces, that show a single narrow peak for the lowest pump

powers. However, the data in Fig. 7.2 shows that several of the TRKR traces are

clearly sensitive to the interplay between different electron levels and relaxation.

This could also manifest itself as drifting g factors during the TRKR traces. We

therefore also carried out a wavelet analysis on the data that underlies Fig. 7.3(a),

which can make any relaxation process that influences the observed g factor di-

rectly visible.
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The continuous wavelet transform allows to extract instantaneous oscillation

frequencies in a signal [32, 33]. Guided by these references, we choose the Morlet

wavelet for our analysis to obtain the frequency f that is most strongly present

in the TRKR signal around delay t′, and then convert to a g factor with g =

hf/µBB. The wavelet transform of a TRKR signal Θk(t) is

WΘ(f, t′) =

∫ ∞
0

Θk(t) ·M(t′) · dt, (7.2)

where M(t′)

M(t′) =
1√
π∆t2

· e−2πift · e−
(t−t′)2

∆t2 (7.3)

is the Morlet wavelet. The parameter ∆t controls here the trade-off between

resolution in time and frequency. We analyzed that ∆t = 250 ps is a suitable

value for our analysis. For this particular wavelet the analysis is equivalent to

a sliding-window Fourier transform. Figure 7.3(b) present results of applying

this procedure to the data that underlies Fig. 7.3(a). The gray scale represents

the extracted g factor as a function of pump power and delay t. The spin de-

phasing time for each pump power is indicated on the plot with a dashed line

(estimate based on fitting TRKR oscillations with a mono-exponentially decaying

envelope). The plot confirms that intraband relaxation processes influence the

instantaneous g factor values.

For the very lowest pump powers in Fig. 7.3(b), the g factor is nearly constant

at g ≈ −0.48, while the spin dephasing time grows to a value above 3 ns (unlike

the data in Fig. 7.1(c) where the high-field causes rapid precessional dephasing

due to a small spread in g-factors). This suggests that the values g / −0.48 are

for electrons in the donor band in the limit of zero pump intensity and low field.

For the results with pump powers between ∼1 mW and ∼6 mW there is a small

increase in the g factor values during the first 3 ns. For example, the trace for

3 mW shows an increase from g ≈ −0.455 to g ≈ −0.445. This behavior is at

this stage not fully understood. At the highest pump powers the drift in g factor

values is clearly pointed towards more negative values. Here the density of photo-

electrons is much higher than the electron density due to doping, such that the

Kerr signal decays over a timescale that is close to the electron-hole recombination

time. During this process the quasi-Fermi level goes down, and along with this

the g factor (as for Eq. 7.1). Initially, the donor band is here completely occupied.

Therefore, most of the Kerr rotation signal is then coming from conduction band

electrons. The values g ' −0.44 corresponds to the conduction band electrons

(which is consistent with most of the earlier observations [1, 26]).
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Figure 7.4: Values of the g factor from TRKR signals from sample C, as a function

of pump beam intensity at different values for magnetic field. For this data set the

probe-wavelength was not adjusted for the diamagnetic shift of the band gap energy.

The presented measurements on sample C thus indicate that the values−0.49 <

g < −0.44 originate from electrons in the donor band. We used TRKR studies

on sample A and B for a test of this hypothesis. In particular, these sample are

ultra pure with a low level of n-doping. This gives an ensemble of D0 systems

that can be addressed with TRKR while not addressing electrons in the intrinsic

conduction band at the same time [25]. With these samples we can thus test

whether g ≈ −0.48 can also be observed on localized D0 systems, or free excitons

in a very pure material. Our studies to this end only showed g ≈ −0.423 for the

D0 systems (see Fig. 7.1(c)), while low pump-power studies near resonance with

the free exciton transition only showed g ≈ −0.44. Thus, we conclude that g fac-

tors values −0.49 < g < −0.44 only occur for delocalized electrons in donor-band

states.

Our data does illustrate why the g factor and T ∗2 values that were reported

by the field till now showed such large variation, while g factors g < −0.44 were

almost never reported. Different measurement techniques reported values that
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differed more than the reported measurements error [1, 2, 30, 34, 35, 5]. The

discrepancy is often hidden in the techniques themselves, meaning that differ-

ent levels of background doping in samples, photo-excitation power and excita-

tion/detection photon energies result in different results. The measured g factor

value is a function of the experimental parameters, and this restricts the relevance

of the reported value.

The data in Fig. 7.3(a) represent a clear example. It shows that the g-factor

value as a function of optical pumping intensity seems to saturate at a value of

about g = −0.445 when going to lower pump powers. Only pumping with very

low powers (below 1 mW) reveals the sudden trend towards g = −0.49, and is

thus easily overlooked. Another example is the dependence on probe wavelength

in Fig. 7.2, which can in a similar manner hamper a study as a function of

magnetic field. This is the case for the data set that we present in Fig. 7.4.

This plot present g factors from TRKR traces recorded at different values of the

external magnetic field and pump power (single-color TRKR experiments). Here

the probe wavelength was not adjusted for the small diamagnetic shift of the

band gap. This yields a non-monotonous dependence of g factors on B, which is

hard to interpret without further studies.

7.3 Conclusions

In conclusion, we applied the TRKR technique to n-doped GaAs materials with

different doping concentrations. We reproduced the recently reported unconven-

tional g factor values [5] (−0.49 < g < −0.44). Our studies indicate that these

g-factor values originate from delocalized electrons in donor-band states, while

localized donor electrons exhibit g ≈ −0.42. Furthermore, our study yields the

value g ≈ −0.44 for electrons at the bottom of the intrinsic conduction band of

GaAs.

We obtained these results by applying the conventional TRKR technique with

optimized time- and energy resolution. For our results it was crucial to have the

ability to work at weak optical power levels, which we obtained after technical

improvements to our detection scheme. We thus showed that the TRKR tech-

nique can be applied with about 2 meV energy resolution and at very low optical

intensities, such that it is suited for separately studying the spin dynamics of

donor electrons and conduction band electrons in samples with very low doping

levels. We also extended the standard time-resolved Kerr rotation investigations

with a wavelet analysis and this gives access to time-resolved information about
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g factor values. The technique can be further extended with the recently reported

method for determining the sign of a g factor from TRKR measurements [36].

TRKR is therefore highly suited for the characterization of the response from

substrates or host materials with fully controlled experimental conditions, before

analyzing the data from more complex structures [10, 11, 12]. Still, the method

should be applied with care since even in a single GaAs layer inter- and intraband

relaxation processes can lead to non-trivial TRKR traces (Ref. [30], and Fig. 7.2).
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Summary

The research presented in this thesis aimed at improving the understanding of,

and abilities to control the evolution of spin ensembles in semiconductor device

structures. Various fundamental aspects of spin ensemble evolution like dephas-

ing, decoherence, relaxation, diffusion and drift are addressed. All experiments

used GaAs or GaAs/AlGaAs-based semiconductor materials and devices that

were engineered at the nanoscale for obtaining properties that are advantageous

for controlling coherent spin dynamics. These GaAs-based systems provide in-

teresting test systems since they combine the highest available material quality,

a very advanced level of possibilities for device processing and engineering, and

strong optical transitions across the semiconductor bandgap that obey clear se-

lection rules with respect to optical polarization and spin. Progress with this

research is relevant for realizing new spintronic- and quantum-information func-

tionalities.

The work aimed at answering questions and realizing new proof-of-principle

demonstrations in this field. The focus was on using the advantages of ultrafast

optical pump-probe studies, which was a well-established technique at the start

of this thesis work. Thus, the goal was to apply this for the first time to studies

of the spin dynamics that is specific for devices structures, rather than studies

on bulk materials, and several interesting results in this direction were obtained.

However, in the course of this work, several experiments led to observations

that pointed out that the fundamental understanding of the underlying physical

mechanisms was –despite the large body of earlier work on bulk materials– in

fact incomplete, or even to observations that were in conflict with the established

descriptions. On these occasions the reported work aimed at characterizing and

understanding these new observations.

The research gave results in three areas:

1) Suppressed spin dephasing for mobile electrons in wire structures

The research obtained results that showed that spin dephasing due to spin-orbit

interactions for electrons in wires can be suppressed by engineering of the var-
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ious spin-orbit interaction terms. This effect was predicted for wires made of

two-dimensional electron systems, and we demonstrated this effect. An unex-

pected observation was that it also occurs for wires from materials with a three-

dimensional electron system. The work included numerical simulations that show

good agreement with the experimental observations, both for the wires with a

two- and three-dimensional electron system.

2) Spin preparation and detection for localized electron spins

The second topic addressed in this thesis is related to obtaining fully quantum co-

herent behavior for the interaction between electron spins and optical preparation

and detection pulses. This work used the spin state of a donor-bound electron,

localized at a Si donor site in low-doped GaAs material. These were addressed as

a homogeneous ensemble. The experiments demonstrated a new ultrafast method

for spin preparation and spin detection with picosecond laser pulses. Notable,

both for preparation and detection the method supports a complete mapping

between the quantum states of optical polarization and the quantum state of the

electron spins.

3) Fully time-resolved study of the Landé g factor in n-doped GaAs materials

The final part of this thesis presents a detailed study of the electron g factor in

bulk GaAs. This study was initiated by observations of g factor values as nega-

tive as g = −0.48, while most of the established literature assumes g = −0.44.

Further studies revealed why the observed g factor values strongly depend on the

experimental parameters that are used, and identified that the unconventional

g factor values around g = −0.48 originate from low-energy electrons in GaAs

samples where the donor states form a band.



Samenvatting

Het onderzoek dat in dit proefschrift gepresenteerd wordt heeft tot doel het be-

grijpen en controleren van de evolutie van spin ensembles in halfgeleider device

structuren. Verschillende fundamentele eigenschappen van de evolutie van spin

ensembles, zoals defasering, decoherentie, relaxatie, diffusie en drift worden be-

handeld. In alle experimenten zijn op GaAs of GaAs/AlGaAs gebaseerde de-

vices gebruikt. Deze zijn op nanoschaal bewerkt, opdat ze over eigenschappen

beschikken die voordelig zijn voor het controleren van coherente spindynamica.

Deze systemen vormen interessante testsystemen, omdat ze de best beschikbare

materiaalkwaliteit en een zeer geavanceerd niveau van device fabricage com-

bineren met sterke optische transities over de bandkloof. Deze transities zijn

onderworpen aan strenge selectieregels met betrekking tot optische polarisatie en

spin. Voortgang in deze tak van onderzoek is relevant voor het realiseren van

nieuwe functionaliteit in de spintronica en kwantum informatietechnologie.

Dit werk richt zich op het beantwoorden van vragen en het realiseren van

nieuwe experimentele ontwerpen in dit veld. De focus ligt op het gebruik van

de voordelen van optische studies met ultrasnelle laserpulsen voor preparatie en

detectie van spinpolarisatie, wat ten tijde van de aanvang van dit werk reeds

een goed ontwikkelde techniek was. Het doel was om dit voor het eerst toe te

passen op studies van spindynamica die specifiek optreedt in device structuren,

en inzicht te krijgen wanneer dit afwijkt van de spindynamica in bulk materiaal.

Verschillende interessante resultaten zijn behaald. Echter, enkele van de gedane

experimenten leidden tot observaties die er op duidden dat het begrip van het

onderliggende fysische mechanisme –ondanks de vele eerdere studies aan bulk

materiaal– incompleet was, en zelfs tot observaties die in conflict zijn met de

gangbare beschrijvingen. In deze gevallen heeft dit werk tot doel deze nieuwe

observaties te karakteriseren en te begrijpen.

Dit onderzoek heeft tot resultaten geleid in drie deelgebieden:

1) Onderdrukking van spin defasering van geleidingselektronen in draadstrukturen

Dit onderzoek heeft geleid tot resultaten die aantonen dat spin defasering door
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toedoen van spin-orbitaal interactie voor elektronen in draden kan worden on-

derdrukt door de verschillende spin-orbitaal interactie termen te controleren. Dit

effect was voorspeld voor draden van twee-dimensionale elektronsystemen en

is door ons gedemonstreerd. Een onverwachte observatie is dat het effect ook

optreedt voor draden van drie-dimensionale elektronsystemen. Dit werk bevat

numerieke simulaties die goede overeenkomsten vertonen met de experimentele

observaties, zowel voor draden van twee- als van drie-dimensionale elektron sys-

temen.

2) Spin initialisatie en detectie van gelokaliseerde elektron spins

Het tweede onderwerp dat in dit proefschrift behandeld wordt is het verkrijgen

van volledig kwantumcoherent gedrag van de interactie tussen elektron spins en

optische initialisatie en detectie pulsen. In dit deel van het werk wordt de spin-

toestand van een donorgebonden elektron, gelokaliseerd op een Si-donor posi-

tie in lichtgedoteerd GaAs, gebruikt. Deze elektronen worden geadresseerd als

een homogeen ensemble. De experimenten demonstreren een nieuwe, ultrasnelle

methode voor spin initialisatie en detectie met laserpulsen. Opvallend is dat

de methode een complete transformatie tussen optische polarisatie en de kwan-

tumtoestand van de elektronspins uitvoert, voor elke mogelijke polarisatie en

spintoestand, en zowel voor initialisatie als detectie

3) Volledig tijdsopgeloste studie van de Landé g factor in elektron-gedoteerd GaAs

materialen

In het laatste deel van dit proefschrift wordt een gedetailleerde studie van de g-

factor van het elektron in bulk GaAs gepresenteerd. Aanleiding voor deze studie

waren observaties van g-factorwaarden zo laag als g = −0.48, terwijl de meeste

toonaangevende literatuur uitgaat van g = −0.44. Nader onderzoek toont aan

waarom de waargenomen g-factor sterk afhangt van de experimentele parameters,

en laat zien dat de onconventionele g-factor waarden van g = −0.48 veroorzaakt

worden door elektronen met lage energie in GaAs materialen waar de donortoe-

standen een band vormen.



List of publications

1. Spin-dephasing anisotropy for electrons in a quasi-1D GaAs wire without

quantum confinement

S. Z. Denega, O. V. Zwier, and C. H. van der Wal,

in preparation.

2. Optical time-resolved study of the Landé g factor in n-doped GaAs materials
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